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 Preface to the Second Edition


It is now over 10 years since the publication of the first edition of “Probability with R.” Back then we had just begun to hear of smartphones, fitbits, apps, and Bluetooth; machine learning was in its infancy. It is timely to address how probability applies to new developments in computing. The applications and examples of the first edition are beginning to look somewhat passé and old fashioned. Here, therefore, we offer an updated and extended version of that first edition.

This second edition is still intended to be a first course in probability, addressed to students of computing and related disciplines. As in the first edition, we favor experimentation and simulation rather than the traditional mathematical approach. We continue to rely on the freely downloadable language R, which has of course evolved over the past 10 years.

Our R programs are integrated throughout the text, to illustrate the concepts of probability, to simulate distributions, and to explore new problems. We have been mindful to avoid as far as is possible mathematical details, instead encouraging students to investigate for themselves, through experimentation and simulation in R. Algebraic derivations, when deemed necessary, are developed in the appendices.

In this second edition, all chapters have been revised and updated. Examples and applications of probability in new areas of computing, as well as exercises and projects, have been added to most chapters. The R code has been improved and expanded, by using procedures and functions that have become available in recent years. Extended use of loops and curve facilities to generate graphs with differing parameters have tidied up our approach to limiting distributions.

Briefly the changes in this second edition are


	Part I, “The R Language” now contains:

	new and improved R procedures, and an introduction to packages and interfaces (Chapter 1);

	examples on apps to illustrate outliers, to calculate statistics in a data frame and statistics appropriate to skewed data (Chapter 2);

	an introduction to linear regression, with a discussion of its importance as a tool in machine learning. We show how to obtain the line of best fit with the training set, and how to use the testing set to examine the suitability of the model. We also include extra graphing facilities (Chapter 3).




	In Part II, “Fundamentals of Probability”:

	Chapter 4 has been extended with extra examples on password recognition and new R functions to address hash table collision, server overload and the general allocation problem;

	The concept of “independence” has now been extended from pairs to multiply variables (Chapter 6);

	Chapter 7 contains new material on machine learning, notably the use of Bayes' theorem to develop spam filters.




	Part III “Discrete Distributions” now includes:

	an introduction to bivariate discrete distributions, and programming techniques to handle large conditional matrices (Chapter 9);

	an algorithm to simulate the Markov property of the geometric distribution (Chapter 10);

	an extension of the reliability model of Chapter 8 to the general reliability model (Chapter 11);

	an update of the lottery rules (Chapter 12);

	an extended range of Poisson applications such as network failures, website hits, and virus attacks (Chapter 13).




	In Part IV “Continuous Distributions”:

	Chapters 16 and 17 have been reorganized. Chapter 17 now concentrates entirely on queues while Chapter 16 is extended to deal with the applications of the exponential distribution to lifetime models.




	Part V “Tailing Off”

	has extra exercises on recent applications of computing.




	We have added three new appendices: Appendix A gives the data set used in Part I, Appendix B derives the coefficients of the line of best fit and Appendix F contains new proofs of the Markov and Chebyshev inequalities. The original appendices A, B, and C have been relabeled C, D, and E.

	A separate index containing R commands and functions has been added.



All errors in the first edition have hopefully been corrected. I apologize in advance for any new errors that may escape my notice in this edition; should they arise, they will be corrected in the companion website.

Jane M. Horgan

 

Dublin City University

Ireland

2019



 Preface to the First Edition


This book is offered as a first introduction to probability, and its application to computer disciplines. It has grown from a one‐semester course delivered over the past several years to students reading for a degree in computing at Dublin City University. Students of computing seem to be able happily to think about Database, Computer Architecture, Language Design, Software Engineering, Operating Systems, and then to freeze up when it comes to “Probability,” and to wonder what it might have to do with computing. Convincing undergraduates of the relevance of probability to computing is one of the objectives of this book.

One reason for writing this has been my inability to find a good text in which probability is applied to problems in computing at the appropriate level. Most existing texts on probability seem to be overly rigorous, too mathematical for the typical computing student. While some computer students may be adept at mathematics, there are many who resist the subject. In this book, we have largely replaced the mathematical approach to probability by one of simulation and experimentation, taking advantage of the powerful graphical and simulation facilities of the statistical system R, which is freely available, and downloadable, from the web. The text is designed for students who have taken a first course in mathematics, involving just a little calculus, as is usual in most degree courses in computing. Mathematical derivations in the main text are kept to a minimum: when we think it necessary, algebraic details are provided in the appendices. To emphasize our attitude to the simulation and experimentation approach, we have chosen to incorporate instructions in R throughout the text, rather than put them back to an appendix.

Features of the book which distinguish it from other texts in probability include

	R is used not only as a tool for calculation and data analysis, but also to illustrate the concepts of probability, to simulate distributions, and to explore by experimentation different scenarios in decision‐making. The R books currently available skim over the concepts of probability, and concentrate on using it for statistical inference and modelling.

	Recognizing that the student better understands definitions, generalizations and abstractions after seeing the applications, almost all new ideas are introduced and illustrated by real, computer‐related, examples, covering a wide range of computer science applications.


 Although we have addressed in the first instance computer scientists, we believe that this book should also be suitable for students of engineering and mathematics.

There are in all five parts to the book, starting in Part I with an introduction to R. This presents the procedures of R needed to summarize and provide graphical displays of statistical data. An introduction to programming in R is also included. Not meant to be a manual, this part is intended only to get the student started. As we progress, more procedures of R are introduced as the need arises.

Part II sets the foundations of probability, and introduces the functions available in R for examining them. R is used not only for calculating probabilities involving unwieldy computations but also for obtaining probabilities through simulation. Probability events and sample spaces are illustrated with the usual gambling experiments, as well as inspection of integrated‐circuit chips, and observation of randomness in computer programming. A discussion of the “Intel Chip Fiasco” leads on to the “balls and bins” problem, which in turn is applied to assigning jobs to processors. It is shown how Bayes' Theorem has important applications in modern‐day computer science such as machine learning and machine translation. Methods to assess reliability of a computer containing many systems, which in turn contain many components, are considered.

Part III deals with discrete random variables. Nearly every chapter opens with a sequence of examples, designed to motivate the detail that follows. Techniques are developed for examining discrete variables by simulation in R. The objective is to empower students to be able to approximate parameters without having sufficient mathematical knowledge to derive them exactly. The Bernoulli, geometric, binomial, hypergeometric and Poisson distributions are each dealt with in a similar fashion, beginning with a set of examples with different parameters and using the graphical facilities in R to examine their distributions. Limiting distributions are exhibited through simulation, and the students use R to obtain rules of thumb to establish when these approximations are valid. R is also used to design single‐ and double‐sampling inspection schemes.

Part IV deals with continuous random variables. The exponential distribution is introduced as the waiting time between Poisson occurrences, and the graphical facilities of R illustrate the models. The Markov memoryless property is simulated using R. Some applications of the exponential distribution are investigated, notably in the areas of reliability and queues. R is used to model response times with varying traffic intensities. We have examined models for server queue lengths without using any of the formulae typical in a traditional approach. The normal distribution and some of its applications are discussed. It is shown how R can be used, both to illustrate limiting distributions and as a set of statistical tables.

Part V addresses the problem of obtaining probability bounds on the runtime of new algorithms when the distribution is unknown. Here Markov and Chebyshev inequalities provide estimates of probability when the information about the random variable is limited.

The exercises and projects at the end of each chapter are an integral part of the exposition. Many of them require the use of R, in some cases to perform routine calculations and in others to conduct experiments on simulated data. The projects are designed to improve the students' understanding of how probability interacts with computing.

This is a self‐contained book with no need for ancillary material, other than, of course, the programming language R. There is a freely downloadable manual (Venables, W.N., Smith, D.M., and the R Development Core Team (2004). An Introduction to R: A Programming Environment for Data Analysis and Graphics, Version 2.6.2).

Students should be encouraged to use this in conjunction with the text. One of the big attractions of R is that it is open source. Most other systems, such as Matlab and Mathematica, require a license; apart from the expense, this makes access more difficult, and the student more likely not to use them.
 
Jane M. Horgan

 

Dublin City University
2008
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	solutions to selected exercises for students;
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Part I
The R Language




 1
Basics of R


This chapter introduces R and describes some of its basic operations and editing procedures. The syntax used to read and edit statistical data and to perform some basic statistical calculations is given.

It is not the intention to provide a complete set of features of the language, but rather to give a flavor of the structure of R and how to get help to proceed further. Additional features are introduced in later chapters as the need for them arises.



1.1 What Is R?

R is a data‐analysis system, a sophisticated calculator and an object‐oriented programming language. It provides an environment for statistical analysis and graphics that differs from standard statistical packages such as SPSS and Minitab; these provide point‐and‐click graphical‐user interfaces (GUIs), while R is command‐driven. Users type commands at a prompt, and the R interpreter responds.

It is possible to get quite far using R to execute simple expressions from the command line, and some users may never need to go beyond this. At a more advanced level, users write their own functions, either to systematize repetitive work or to develop add‐on packages for new functionality.



1.2 Installing R

R is obtained from the website called CRAN (Comprehensive R Archive Network) and is downloaded by proceeding as follows:

	Go to the CRAN website at http://cran.r-project.org/;

	Choose an operating system from Linux, (Mac) OS X, and Windows appropriate to your computer. In this book, we work in the Windows environment, click “Download R for Windows”;

	Choose the “base” package;

	Click “Download R 3.6.1”, which is the current version at the time of writing.

	Press the option “Run.”


R is now installed, and you should see an “R” icon on your computer. Clicking on this will start up the standard R package.



1.3 R Documentation

R documentation is available at http://cran.r-project.org/manuals, where you will find the following manuals:

	An Introduction to R gives an introduction to the language and how to use R for doing statistical analysis and graphics;

	The R Language Definition documents the language per se, that is, the objects that it works on, and the details of the expression evaluation process, which are useful to know when programming R functions;

	Writing R Extensions covers how to create your own packages, how to write R help files, and the foreign language (C, C++, Fortran, etc.) interfaces;

	R Data Import/Export describes the import and export facilities available either in R itself or via packages that are available from CRAN;

	R Installation and Administration;

	R Internals is a guide to the internal structures of R and coding standards for the core team working on R itself;

	The R Reference Index contains all help files of the R standard and recommended packages in printable form.



The documentation may be downloaded or browsed. We suggest that you download and obtain a hard copy of An Introduction to R by Venables et al. (2019) Version 3.6.1 (2019-07-05) and access the others as you require.



1.4 Basics

To familiarize yourself with R, you should work through the commands given below at a workstation to which R has been downloaded.

To start, either click on the R icon (if you have created a short cut on your screen) or go to “Programs,” select R, and then click on the R icon. When the R program is started, and after it prints an introductory message on the screen, the interpreter prompts for input with the command prompt “[image: images].”

Expressions that are typed at the command prompt are evaluated and printed. For example,

 6+7*3/2


returns

 [1] 16.5

To assign or store data, write

 x <- 1:4


Here, the integers 1, 2, 3, 4 are assigned to the vector [image: images]. To check the contents of [image: images], type

 x

which returns

 [1] 1 2 3 4

To square the elements of [image: images], write

 x2 <- x**2

or equivalently

 x2 <- x^2

that causes each element in the vector [image: images] to be squared and stored in the vector [image: images]. To examine the contents of [image: images], write

 x2
which gives
 [1] 1 4 9 16

To illustrate how R is case sensitive, consider

 X <- 10
prod1 <- X*x
prod1
[1] 10 20 30 40 

Here, the integer 10 is stored in [image: images]. [image: images] causes each element of the vector [image: images] to be multiplied by 10.

Some points to note:

	<‐ is the assignment operator; in the illustration “[image: images] <‐ 1: 4, the integers [image: images] are assigned to the vector [image: images];

	R is case sensitive; for example, [image: images] and [image: images] represent different variables;

	Variable names can consist of any combination of lower and upper case letters, numerals, periods, and underscores, but cannot begin with a numeral or underscore;

	All the above examples of variables are numeric, but we shall see that R supports many other types of data.



The entities that R creates and manipulates are called objects. These include variables, arrays of numbers, strings, or functions.

All objects created in R are stored in what is known as the workspace.



1.5 Getting Help

The easiest way of getting help when you are working in the R environment is to click the Help button on the toolbar.

Alternatively, you can type

help()

for online help, or

help.start()

for an HTML browser interface.

It could be helpful to look at some demonstrations of R by typing

demo()

which gives a list of all available demonstrations.

Demonstrations on specific topics can be obtained by inserting an argument. For example,

demo(plotmath)

gives some examples of the use of mathematical notation.

A more specific way of getting help, when working in the R environment, is to type the name of the function you require. For example,

 help(read.table) 

will provide details on the exact syntactic structure of the instruction read.table.

An alternative is

 ?read.table 

To obtain all that is available on a particular topic, use apropos.

 apropos ("boxplot") 

returns

 "boxplot", "boxplot.default", "boxplot.stats" 
which are all of the objects that contain the word “boxplot.”



1.6 Data Entry

Before carrying out a statistical analysis, it is necessary to get the data into the computer. How you do this varies depending on the amount of data involved.


1.6.1 Reading and Displaying Data on Screen

A small data set, for example, a small set of repeated measurements on a single variable, may be entered directly from the screen. It is usually stored as a vector, which is essentially a list of numbers.


Example 1.1 Entering data from the screen to a vector


The total downtime occurring in the last month of 23 workstations in a computer laboratory was observed (in minutes) as follows:
[image: equation]


To input these data from the screen environment of R, write

 downtime <- c(0, 1, 2, 12, 12, 14, 18, 21, 21, 23, 24, 25,
       28, 29, 30, 30, 30, 33, 36, 44, 45, 47, 51) 

The construct [image: images] is used to define a vector containing the 23 data points. These data are then assigned to a vector called downtime.

To view the contents of the vector, type

 downtime

which will display all the values in the vector [image: images].

 

R handles a vector as a single object. Calculations can be done with vectors like ordinary numbers provided they are the same length.



1.6.2 Reading Data from a File to a Data Frame

When the data set is large, it is better to set up a text file to store the data than to enter them directly from the screen.

A large data set is usually stored as a matrix, which consists of columns and rows. The columns denote the variables, while the rows are the observations on the variables. In R, this type of data set is stored in what is referred to as a data frame.




Definition 1.1 Data frame


A data frame is an object with rows and columns or equivalently it is a list of vectors of the same length. Each vector consists of repeated observations of some variable. The variables may be numbers, strings or factors.

 





Example 1.2 Reading data from a file into a data frame 


The examination results for a class of 119 students pursuing a computing degree are given on our companion website (www.wiley.com/go/Horgan/probabilitywithr2e) as a text file called [image: images]. The complete data set is also given in Appendix A.

    gender arch1 prog1 arch2 prog2
    m        99  98    83     94
    m        NA  NA    86     77
    m        97  97    92     93
    m        99  97    95     96
    m        89  92    86     94
    m        91  97    91     97
    m       100  88    96     85
    f        86  82    89     87
    m        89  88    65     84
    m        85  90    83     85
    m        50  91    84     93
    m        96  71    56     83
    f        98  80    81     94
    m        96  76    59     84
    .... 

The first row of the file contains the headings, gender and arch1, prog1, arch2, prog2, which are abbreviations for Architecture and Programming from Semester 1 and Semester 2, respectively. The remaining rows are the marks (%) obtained for each student. NA denotes that the marks are not available in this particular case.

The construct for reading this type of data into a data frame is read.table.

 results <- read.table ("F:/data/results.txt", header = T) 

assuming that your data file [image: images] is stored in the [image: images] folder on the F drive. This command causes the data to be assigned to a data frame called results. Here header = T or equivalently header = TRUE specifies that the first line is a header, in this case containing the names of the variables. Notice that the forward slash ([image: images]) is used in the filename, not the backslash (\) which would be expected in the windows environment. The backslash has itself a meaning within R, and cannot be used in this context: / or \\ are used instead. Thus, we could have written

 results <- read.table ("F:\\data\\results.txt", header = TRUE) 

with the same effect.

 

The contents of the file results may be listed on screen by typing

 results 

which gives

     gender arch1 prog1 arch2 prog2
 1    m  99  98  83  94
 2    m  NA  NA  86  77
 3    m  97  97  92  93
 4    m  99  97  95  96
 5    m  89  92  86  94
 6    m  91  97  91  97
 7    m  100  88  96  85
 8    f  86  82  89  87
 9    m  89  88  65  84
10    m  85  90  83  85
11    m  50  91  84  93
12    m  96  71  56  83
13    f  98  80  81  94
14    m  96  76  59  84
    ....


Notice that the gender variable is a factor with two levels “f” and “m,”while the remaining four variables are numeric. The figures in the first column on the left are the row numbers, and allows us to access individual elements in the data frame.

While we could list the entire data frame on the screen, this is inconvenient for all but the smallest data sets. R provides facilities for listing the first few rows and the last few rows.

 head(results, n = 4) 
gives the first four rows of the data set.

 gender arch1 prog1 arch2 prog2
1  m  99  98  83  94
2  m  NA  NA  86  77
3  m  97  97  92  93
4  m  99  97  95  96 

and

 tail(results, n = 4) 

gives the last four lines of the data set.

   gender arch1 prog1 arch2 prog2
116  m  16  27  25   7
117  m  73  51  48  23
118  m  56  54  49  25
119  m  46  64  13  19


The convention for accessing the column variables is to use the name of the data frame followed by the name of the relevant column. For example,

 results$arch1[5] 

returns

 [1] 89 

which is the fifth observation in the column labeled arch1.

Usually, when a new data frame is created, the following two commands are issued.

 attach(results)
names(results) 

which  give

 [1] "gender" "arch1" "prog1" "arch2" "prog2"

indicating that the column variables can be accessed without the prefix results. For example,

 arch1[5]

gives

 [1] 89

The command read.table assumes that the data in the text file are separated by spaces. Other forms include:

read.csv, used when the data points are separated by commas;

read.csv2, used when the data are separated by semicolons.

It is also possible to enter data into a spreadsheet and store it in a data frame, by writing

 newdata <- data.frame()
fix(newdata)

which brings up a blank spreadsheet called newdata, and the user may then enter the variable labels and the variable values.

Right click and close creates a data frame newdata in which the new information is stored.

If you subsequently need to amend or add to this data frame write

 fix(newdata) 

which retrieves the spreadsheet with the data. You can then edit the data as required. Right click and close saves the amended data frame.




1.7 Missing Values

R allows vectors to contain a special [image: images] value to indicate that the data point is not available. In the second record in [image: images], notice that [image: images] appears for arch1 and prog1. This means that the marks for this student are not available in Architecture and Programming in the first semester; the student may not have sat these examinations. The absent marks are referred to as [image: images] [image: images], and are not included at the analysis stage.



1.8 Editing

It is possible to edit data that have been already entered and to edit and invoke commands that have been previously used.


1.8.1 Data Editing

The data you have read and stored may be edited and changed interactively during your R session. Simply click on Edit on the toolbar to get access to the Data Editor, which allows you to bring up any data frame as a spreadsheet. You can edit its entries as you wish.

It is also possible to change particular entries of a data frame. For example,
 arch1[7] <- 10 
changes the mark for the seventh student in [image: images] in the data frame [image: images] from 100 to 10. It may have been entered as 100 in error.



1.8.2 Command Editing

The command
 history() 
brings up the previous 25 commands on a separate screen. These can be edited and/or used again as you wish.

 history(max.show = Inf) 

retrieves all previous commands that you have used.




1.9 Tidying Up

As your R session continues, you may find that the set of objects you have used has become unwieldy, and you may want to remove some. To see what the workspace contains write

 ls() 

or equivalently

 objects() 
which causes all objects in the workspace to appear on the screen. If you have run the preceding examples in this chapter, the following should appear.

  [1] "downtime"    "newdata"   "prod1"  "results"  "x"
 [6] "X"    "x2" 

The content of the workspace can also be examined from the toolbar; go to Misc and choose List Objects.

To tidy up, you might want to remove some.

 rm(x2) 

removes the object x2.

To remove the complete workspace, write

 rm(list = ls()) 



1.10 Saving and Retrieving

To save the entire workspace, click [image: images] on the tool bar. You will then be given the opportunity to specify the location where you want to save the workspace. The workspace is saved to a file with [image: images] attachment.

A saved workspace may be retrieved at File on the toolbar by clicking on Load Workspace, and specifying its location.

In a similar fashion, a file containing the commands may be saved and loaded by clicking on Save History or Load History, and specifying its location. The commands are stored in a file with [image: images] attachment.



1.11 Packages

A key feature of R it that it is a library of packages as much as it is a programming language. Packages are a collection of stored functions, data, and code that can be loaded for specific needs. The base installation of R contains a set of packages, which are sufficient for most users' needs. To see what packages are available with the base installation, type

 search() 

which gives

 [1] ".GlobalEnv"    "package:stats"   "package:graphics"
[4] "package:grDevices" "package:utils"   "package:datasets"
[7] "package:methods"  "Autoloads"     "package:base"


The library function enables you to see what is available in any particular package. For example, by writing

 library(help = "stats")

you will get a list of statistical procedures available in the “stats”package.

By clicking on packages on the toolbar, you will be given a list of available packages. If you want to install a specific package, “Matrix” say, just click on “Matrix.”Alternatively, write

 install.packages("Matrix")

in the command window.

 library(help = "Matrix")

tells us what procedures are in the package “Matrix.”

 installed.packages()

details all installed packages.

Currently, there are thousands of packages available. It is unlikely that you will need any of these at this stage of your learning, as the packages available in the base package are usually adequate for the general users' needs.

 
1.12 Interfaces

Over the last decade, many attempts have been made to develop interfaces for R to make it more user‐friendly. Some interfaces are enhanced code editors that interact with R in order to make it easier to use; RStudio and R tools for Visual Studio are two such examples, both of which provide an integrated development environment (IDE) for working with R.

There are also full‐blown GUI such as R Commander (Rcmdr), Rattle and RKWard, all of which contain menus and dialog boxes with a point‐and‐click approach.

We will look at two of the most popular of these interfaces, RStudio, and R Commander.


1.12.1 RStudio

RStudio is the most well known of the code editors currently available to interface with R. Written in C++, Version 1 was released in 2016, and since then many updates and revisions have been made. Like R, it is open source, and, after you have installed R, it can be downloaded from the RStudio website at http://www.rstudio.org by proceeding as follows:

	Click “Download RStudio”;

	Choose the Desktop version;

	Select the setup program suitable to your operating system;

	Press the option “Run”.


RStudio is now installed, and you should see an icon on your screen. Clicking on this will start up and launch the RStudio interface. A screen divided into four windows will appear, each window representing a set of integrated tools designed to help you to be more productive in R.

	The top left quadrant is the Editor Window.

	The lower left quadrant is the Command Window where you write and execute commands after the prompt “>” similar to what you do in the main R. This is where you will first work, and when it is correct, copy it into the Editor Window.

	The top right quadrant is the Workspace and History Window. This keeps a record of the commands you have used.

	The lower right quadrant is referred to as the File/Plots/Packages Window. Here, you can open files, view plots and load packages. This window also contains the help function.


To see for yourselves, click on the RStudio icon. Similar to R, RStudio can be run on a desktop using Windows, (Mac) OS X, and Linux or in a browser connected to RStudio.



1.12.2 R Commander

Of the GUI available, R Commander, also known as Rcmdr, is the most popular with a point‐and‐click interface to many statistical tasks. It is called “commander” because every time you make a selection from the menu, the R commands corresponding to the task is listed in the output window. You can save this code to be used again. Rcmdr is obtained by going into R, clicking on packages on the tool bar, and downloading Rcmdr.

Exercises 1.1


	In a class of 50 students of computing, 23 are female and 27 are male. The results of their first‐year Java programming examination are given as follows:  

	Females:
	57, 59, 78, 79, 60, 65, 68, 71, 75, 48, 51, 55, 56, 41, 43,



	
	44, 75, 78, 80, 81, 83, 83, 85



	Males:
	48, 49, 49, 30, 30, 31, 32, 35, 37, 41, 86, 42, 51, 53, 56,



	
	42, 44, 50, 51, 65, 67, 51, 56, 58, 64, 64, 75


 


	Read these data into R by storing them in the following ways:

	As two vectors, one for the females and one for the males;

	As one vector, with a factor vector designating the gender.



	If it was discovered that the mark for the 34th student was entered incorrectly and should have been 46 instead of 86, use an appropriate editing procedure to change this.

	Save the workspace in a file in a suitable directory for access later.









1.13 Project

Download RStudio and familiarize yourself with its workings, by using it to do Exercise 1. Decide, at this point, whether you prefer using RStudio for your data analysis rather than using R directly. Follow your preference throughout the rest of the book. It is up to you!


Reference


	Venables, W.N., Smith, D.M. and the R Core Team (2018), An Introduction to R, Notes on R: A Programming Environment for Data Analysis and Graphics, Version 3.6.1 (2019-07-05).


 2
Summarizing Statistical Data


In this chapter, we explore some of the procedures available in R to summarize statistical data, and we give some examples of writing programs.



2.1 Measures of Central Tendency

Measures of central tendency are typical or central points in the data. The most commonly used are the mean and the median.

Mean: The mean is the sum of all values divided by the number of cases, excluding the missing values.

To obtain the mean of the data in Example 1.1 stored in [image: images] write

 mean(downtime) 

 [1] 25.04348 
So the average downtime of all the computers in the laboratory is just over 25 minutes.

Going back to the original data in Exercise 1.1 stored in marks, to obtain the mean, write

 mean(marks) 
which gives
 [1] 57.44 
To obtain the mean marks for females, write
 mean(marks[1:23])
[1] 65.86957 
For males,
 mean(marks[24:50])
[1] 50.25926 
illustrating that the female average is substantially higher than the male average.

To obtain the mean of the corrected data in Exercise 1.1, recall that the mark of 86 for the 34th student on the list was an error, and that it should have been 46. We changed it with
 marks[34] <- 46 
The new overall average is
 mean(marks)
56.64 
and the new male average is
 mean(marks[24:50])
[1] 48.77778 
increasing the gap between the male and female averages even further.

If we perform a similar operation for the variables in the examination data given in Example 1.2, we run into trouble. Suppose we want the mean mark for Architecture in Semester 1. In R

 mean(arch1) 
gives
 [1] NA 
Recall that, in the results file, we recorded the missing marks with the special value [image: images] to indicate that these marks were “not available”. R will not perform arithmetic operations on objects containing NA, unless specifically mandated to skip[image: images]remove missing values. To do this, you need to insert the argument na.rm = T or na.rm = TRUE, (not available, remove) into the function.

For arch1, writing
 mean(arch1, na.rm = TRUE) 
yields
 [1] 63.56897 

To obtain the mean of all the variables in results file, we use the R function sapply.
 sapply(results, mean, na.rm = T) 
yields
  gender   arch1   prog1   arch2   prog2
   NA 63.56897 59.01709 51.97391 53.78378 

Notice that a [image: images] message is returned for gender. The reason for this is that the gender variable is nonnumeric, and R cannot calculate its mean. We could, instead specify the columns that we want to work on.

 sapply(results[2:5], mean, na.rm = TRUE) 
gives
   arch1  prog1  arch2  prog2
63.56897 59.01709 51.97391 53.78378 
Median: The median is the middle value of the data set; 50% of the observations is less and 50% is more than this value.

In R
 median(downtime) 
yields
 [1] 25 
which means that 50% of the computers experienced less than 25 minutes of downtime, while 50% experienced more than 25 minutes of downtime.

Also,
 median(marks)
[1] 55.5 
In both of these examples ([image: images] and [image: images]), you will observe that the medians are not too far away from their respective means.

The median is particularly useful when there are extreme values in the data. Let us look at another example.




Example 2.1 Apps Usage


Examining the nine apps with greatest usage on your smartphone, you may find the usage statistics (in MB) are
 

	App
	Usage (MB)





	Facebook
	39.72



	Chrome
	35.37



	WhatsApp
	5.73



	Google
	5.60



	System Account
	3.30



	Instagram
	3.22



	Gmail
	2.52



	Messenger
	1.71



	Maps
	1.55


 
 To enter the data, write
 usage <- c(39.72, 35.27, 5.73, 5.6, 3.3, 3.22, 2.52, 1.71, 1.55) 
The mean is
 mean(usage)
[1] 10.95778 

while the median is
 median(usage)
[1] 3.3 

Unlike the previous examples, where the mean and median were similar, here the mean is more than three times the median. Looking at the data again, you will notice that the usage of the first two apps, Facebook and Chrome, is much larger than the usages of the other apps in the data set. These values are the cause of the mean being so high. Such values are often designated as outliers and are analyzed separately. Omitting them and calculating the mean and median once more, we get

 mean(usage[3:9])
[1] 3.375714

median(usage[3:9])
[1] 3.22 
Now, we see that there is not much difference between the mean and median.

 

When there are extremely high values in the data, using the mean as a measure of central tendency gives the wrong impression. A classic example of this is wage statistics where there may be a few instances of very high salaries, which will grossly inflate the average, giving the impression that salaries are higher than they actually are.



2.2 Measures of Dispersion

Measures of dispersion, as the name suggests, estimate the spread or variation in a data set. There are many ways of measuring spread, and we consider some of the most common.

Range: The simplest measure of spread of data is the range, which is the difference between the maximum and the minimum values.

 rangedown <- max(downtime) - min(downtime)
rangedown
[1] 51 

tells us that the range in the downtime data is 51 minutes.

 rangearch1 <- max(arch1, na.rm = T) - min(arch1, na.rm = T)
rangearch1
[1] 97 

gives the range of the marks awarded in Architecture in Semester 1.

The R function range may also be used.

 range(arch1, na.rm = TRUE)
[1]  3 100 

which gives the minimum (3) and the maximum (100) of the marks obtained in Architecture in Semester 1.

Note that, since arch1 contains missing values, the declaration of na.rm = T or equivalently na.rm = TRUE needs to be used.

To get the range for all the examination subjects in results, we use the function sapply.

 sapply(results[2:5], range, na.rm = TRUE) 

gives the minimum and maximum of each subject.

    arch1 prog1 arch2 prog2
[1,]   3  12   6   5
[2,]  100  98  98  97 

Standard deviation: The standard deviation (sd) measures how much the data values deviate from their average. It is the square root of the average squared deviations from the mean. A small standard deviation implies most values are near the mean. A large standard deviation indicates that values are widely spread above and below the mean.

In R
 sd(downtime) 

yields
 [1] 14.27164. 
Recall that we calculated the mean to be 25.04 minutes. We might loosely describe the downtime as being “25 minutes on average give or take 14 minutes.”

For the data in [image: images]

 sapply(results[2:5], sd, na.rm = TRUE) 

gives the standard deviation of each examination subject in [image: images]:
   arch1  prog1  arch2  prog2
24.37469 23.24012 21.99061 27.08082 

Quantiles: The quantiles divide the data into proportions, usually into quarters called quartiles, tenths called deciles, and percentages called percentiles. The default calculation in R is quartiles.
 quantile(downtime) 

gives
  0%  25%  50%  75%  100%
 0.0  16.0  25.0 31.5  51.0 

The first quartile (16.0) is the value that breaks the data so that 25% is below this value and 75% is above.

The second quartile (25.0) is the value that breaks the data so that 50% is below and 50% is above (notice that the 2nd quartile is the median).

The third quartile (31.5) is the value that breaks the data so that 75% is below and 25% is above.

We could say that 25% of the computer systems in the laboratory experienced less than 16 minutes of downtime, another 25% of them were down for between 16 and 25 minutes, and so on.

Interquartile range: The difference between the first and third quartiles is called the interquartile range and is sometimes used as a rough estimate of the standard deviation. In downtime it is [image: images], not too far away from 14.27, which we calculated to be the standard deviation.

Deciles: Deciles divide the data into tenths. To get the deciles in R, first define the required break points
 deciles <- seq(0, 1, 0.1) 
The function seq creates a vector consisting of an equidistant series of numbers. In this case, seq assigns values in [0, 1] in intervals of 0.1 to the vector called deciles. Writing in R
 deciles 

shows what the vector contains

[1] 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Adding this extra argument to the quantile function
 quantile(downtime, deciles) 

yields
  0%  10%  20%  30%  40%  50%  60%  70%  80%  90% 100%
 0.0  4.0 12.8 19.8 22.6 25.0 29.2 30.0 34.8 44.8 51.0 
Interpreting this output, we could say that 90% of the computer systems in the laboratory experienced less than 45 minutes of downtime.

Similarly, for the percentiles, use
 percentiles <- seq(0, 1, 0.01) 

as an argument in the quantile function, and write
 quantile(downtime, percentiles) 



2.3 Overall Summary Statistics

A quicker way of summarizing the data is to use the summary function.

 summary(downtime) 

returns
   Min. 1st Qu. Median Mean 3rd Qu. Max.
  0.00  16.00  25.00  25.04 31.50  51.00 

which are the minimum the first quartile, the median, the mean, the third quartile, and the maximum, respectively.

For [image: images], we might write
 summary(arch1) 
which gives
   Min. 1st Qu. Median  Mean  3rd Qu. Max.  NA's
  3.00  46.75  68.50  63.57  83.25  100.00 3.00 
An entire data frame may be summarized by using the summary command. Let us do this in the data frame [image: images]. First, it is wise to make a declaration about the categorical variable gender.
 gender <- factor(gender) 

designates the variable gender as a factor, and ensures that it is treated as such in the summary function.

 summary(results)
 gender   arch1      prog1     arch2     prog2
 f: 19  Min.  : 3.00 Min.  :12.00 Min.  : 6.00 Min.  : 5.00
 m:100  1st Qu.: 46.75 1st Qu.:40.00 1st Qu.:40.00 1st Qu.:30.00
     Median : 68.50 Median :64.00 Median :48.00 Median :57.00
     Mean  : 63.57 Mean  :59.02 Mean  :51.97 Mean  :53.78
     3rd Qu.: 83.25 3rd Qu.:78.00 3rd Qu.:61.00 3rd Qu.:76.50
     Max.  :100.00 Max.  :98.00 Max.  :98.00 Max.  :97.00
     NA's  : 3.00 NA's  : 2.00 NA's  : 4.00 NA's  : 8.00 
Notice how the display for gender is different than that for the other variables; we are simply given the frequency for each gender.



2.4 Programming in R

One of the great benefits of R is that it is possible to write your own programs and use them as functions in your analysis. Programming is extremely simple in R because of the way it handles vectors and data frames. To illustrate, let us write a program to calculate the mean of [image: images]. The formula for the mean of a variable [image: images] with [image: images] values is given by
[image: equation]


In standard programming languages, implementing this formula would necessitate initialization and loops, but with R, statistical calculations such as these are much easier to implement. For example,
 sum(downtime) 

gives
 576 

which is the sum of the elements in [image: images]
 length(downtime) 

gives
  23 

gives the number of elements in [image: images].

To calculate the mean, write
 meandown <- sum(downtime)/length(downtime)
meandown
[1] 25.04348 

Let us also look at how to calculate the standard deviation of the data in [image: images].

The formula for the standard deviation of [image: images] data points stored in an [image: images] vector is
[image: equation]


We illustrate step by step how this is calculated for [image: images].

First, subtract the mean from each data point.
  downtime - meandown
 [1] -25.04347826 -24.04347826 -23.04347826 -13.04347826 -13.04347826
 [6] -11.04347826 -7.04347826 -4.04347826 -4.04347826 -2.04347826
[11] -1.04347826 -0.04347826  3.95652174  2.95652174 4.95652174
[16]  4.95652174  4.95652174  7.95652174 10.95652174 18.95652174
[21] 19.95652174 21.95652174 25.95652174 
Then, obtain the squares of these differences.

 (downtime - meandown)^2
 [1] 6.271758e+02 5.780888e+02 5.310019e+02 1.701323e+02 1.701323e+02
 [6] 1.219584e+02 4.961059e+01 1.634972e+01 1.634972e+01 4.175803e+00
[11] 1.088847e+00 1.890359e-03 1.565406e+01 8.741021e+00 2.456711e+01
[16] 2.456711e+01 2.456711e+01 6.330624e+01 1.200454e+02 3.593497e+02
[21] 3.982628e+02 4.820888e+02 6.737410e+02 
Sum the squared differences.
 sum((downtime - meandown)^2)
[1] 4480.957 
Finally, divide this sum by length(downtime)‐1 and take the square root.

 sqrt(sum((downtime -meandown)^2)/(length(downtime)-1))
[1] 14.27164 

You will recall that R has built‐in functions to calculate the most commonly used statistical measures. You will also recall that the mean and the standard deviation can be obtained directly with
 mean(downtime)
[1] 25.04348
sd(downtime)
[1] 14.27164 
We took you through the calculations to illustrate how easy it is to program in R.


2.4.1 Creating Functions

Occasionally, you might require some statistical functions that are not available in R. You will need to create your own function. Let us take, as an example, the skewness coefficient, which measures how much the data differ from symmetry.

The skewness coefficient is defined as
(2.1)[image: equation] 


A perfectly symmetrical set of data will have a skewness of 0; when the skewness coefficient is substantially greater than 0, the data are positively asymmetric with a long tail to the right, and a negative skewness coefficient means that data are negatively asymmetric with a long tail to the left. As a rule of thumb, if the skewness is outside the interval [image: images], the data are considered to be highly skewed. If it is between [image: images]1 and [image: images]0.5 or 0.5 and 1, the data are moderately skewed.




Example 2.2 A program to calculate skewness


The following syntax calculates the skewness coefficient of a set of data and assigns it to a function called [image: images] that has one argument [image: images].
 skew <- function(x) {
xbar <- mean(x)
sum2 <- sum((x-xbar)^2, na.rm = T)
sum3 <- sum((x-xbar)^3, na.rm = T)
skew <- (sqrt(length(x))* sum3)/(sum2^(1.5))
skew} 
You will agree that the conventions of vector calculations make it very easy to calculate statistical functions.

When skew has been defined, you can calculate the skewness on any data set. For example,
 skew(downtime) 

gives
 [1] -0.04818095 

which indicates that the [image: images] data is slightly negatively skewed.

Looking again at the data given Example 2.1, let us calculate the skewness coefficient
 skew(usage)
[1] 1.322147 

which illustrates that the data is highly skewed. Recall that the first two values are outliers in the sense that they are very much larger than the other values in the data set. If we calculate the skewness with those values removed, we get
 skew(usage[3:9])
[1] 0.4651059 

which is very much smaller than that obtained with the full set.

 



2.4.2 Scripts

There are various ways of developing programs in R.

The most useful way of writing programs is by means of R 's own built‐in editor called [image: images]. From [image: images] at the toolbar click on New Script (File/New Script). You are then presented with a blank screen to develop your program. When done, you may save and retrieve this program as you wish. File/Save causes the file to be saved. You may designate the name you want to call it, and it will be given a .R extension. In subsequent sessions, File/Open Script brings up all the .R files that you have saved. You can select the one you wish to use.

When you want to execute a line or group of lines, highlight them and press Ctrl/R, that is, Ctrl and the letter R simultaneously. The commands are then transferred to the control window and executed.

Alternatively, if the program is short, it may be developed interactively while working at your computer.

Programs may also be developed in a text editor, like Notepad, saved with the .R extension and retrieved using the source statement.

 source("C:\\test") 

retrieves the program named test.R from the C directory. Another way of doing this, while working in R, is to click on [image: images] on the tool bar where you will be given the option to Source R code, and then you can browse and retrieve the program you require.

Exercises 2.1


	For the class of 50 students of computing detailed in Exercise 1.1, use R to:

	obtain the summary statistics for each gender, and for the entire class;

	calculate the deciles for each gender and for the entire class;

	obtain the skewness coefficient for the females and for the males.




	It is required to estimate the number of message buffers in use in the main memory of the computer system at Power Products Ltd. To do this, 20 programs were run, and the number of message buffers in use were found to be
[image: equation]

[image: equation]


Calculate the average number of buffers used. What is the standard deviation? Would you say these data are skewed?


	To get an idea of the runtime of a particular server, 20 jobs were processed and their execution times (in seconds) were observed as follows: 
[image: equation]

[image: equation]


Examine these data and calculate appropriate measures of central tendency and dispersion.


	Ten data sets were used to run a program and measure the execution time. The results (in milliseconds) were observed as follows:
[image: equation]


Use appropriate measures of central tendency and dispersion to describe these data.


	The following data give the amount of time (in minutes) in one day spent on Facebook by each of 15 students.
[image: equation]


Obtain appropriate measures of central tendency and measures of dispersion for these data.







2.5 Project

Write the skewness program, and use it to calculate the skewness coefficient of the four examination subjects in results.txt. What can you say about these data?

Pearson has given an approximate formula for the skewness that is easier to calculate than the exact formula given in Equation 2.1.
[image: equation]


Write a program to calculate this, and apply it to the data in results.txt. Is it a reasonable approximation?
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