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Preface 

Continuous optimization is the study of problems in which we wish to opti
mize (either maximize or minimize) a continuous function (usually of several 
variables) often subject to a collection of restrictions on these variables. It has 
its foundation in the development of calculus by Newton and Leibniz in the 
17*^ century. Nowadys, continuous optimization problems are widespread in 
the mathematical modelling of real world systems for a very broad range of 
applications. 

Solution methods for large multivariable constrained continuous optimiza
tion problems using computers began with the work of Dantzig in the late 
1940s on the simplex method for linear programming problems. Recent re
search in continuous optimization has produced a variety of theoretical devel
opments, solution methods and new areas of applications. It is impossible to 
give a full account of the current trends and modern applications of contin
uous optimization. It is our intention to present a number of topics in order 
to show the spectrum of current research activities and the development of 
numerical methods and applications. 

The collection of 16 refereed papers in this book covers a diverse number 
of topics and provides a good picture of recent research in continuous opti
mization. The first part of the book presents substantive survey articles in 
a number of important topic areas of continuous optimization. Most of the 
papers in the second part present results on the theoretical aspects as well as 
numerical methods of continuous optimization. The papers in the third part 
are mainly concerned with applications of continuous optimization. 

We feel that this book will be an additional valuable source of informa
tion to faculty, students, and researchers who use continuous optimization to 
model and solve problems. We would like to take the opportunity to thank 
the authors of the papers, the anonymous referees and the colleagues who 
have made direct or indirect contributions in the process of writing this book. 
Finally, we wish to thank Fusheng Bai for preparing the camera-ready version 
of this book and John Martindale and Robert Saley for their assistance in 
producing this book. 

Sydney and Ballarat Vaithilingam Jeyakumar 
April 2005 Alexander Rubinov 
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