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Introduction

In syntactic and morphological theory, complex structures are assumed to be composed of subparts: A = [B C]. If one member of A is a lexical item and contributes to its distribution, its interactions with other objects, etc., we can refer to this member as A’s head. Recent approaches (Collins 2002, Chomsky 2013, 2015) seek to derive endocentricity of phrases (Chomsky 1970, 1986; Jackendoff 1977) by a general labeling algorithm, delving more deeply into the role syntactic category values (v, n, C, T, etc.) play in syntax and in interpretation. A related branch of research attempts to determine semantic and syntactic contributions lexical categories make for the combinatorial system, as in the study of argument structure. How do we account for the morphosyntactic behavior of “root” elements, and what role do labels play in their behavior? In the exoskeletal approach to syntax (Borer 2005a, 2005b et seq, De Belder 2011), lexical roots have no intrinsic categorial label: rather, the syntactic configuration in which a root is found determines its category and its specific semantic contribution. Distributive Morphology approaches (Marantz 1997 et seq) similarly argue that categorial functional heads determine the category of roots they merge with (cf. a.o. Arad 2003, 2005).

The workshop “Labels and Roots”, which took place at the conference of the German linguistic society (Deutsche Gesellschaft für Sprachwissenschaft) in 2014, aimed at addressing issues surrounding the above topics and sought to bring together a variety of syntactic and morphological research whose focus is on empirical and conceptual arguments (in any and all current theoretical frameworks) concerning fundamental questions regarding labeling/endocentricity and roots, both to assess the state of the art in the field, and to inspire further research. The papers contributed for real were mostly minimalist, broadly construed. Most papers in this volume stem from this inspiring workshop and address some key questions:



	 What work do syntactic labels do, within the syntax and morphology, and for semantics and phonology?

	 What is the possible content of a label? Is the content drawn from one or both parts of a complex object?

	 How generally predictable are labels?

	 Are labels components of a structure, or determined by a labeling procedure (Boeckx 2009, Chomsky 2008, 2013), or can they be outsourced completely from the syntax (Adger 2013)?

	 Do lexical roots have morpho-syntactic features which serve as their labels (Harley, 2014), or are their syntactic/morphological categories provided by formal elements with which they combine (Marantz 2008, Irwin 2012)?

	 How might labeling be involved in more diverse syntactic phenomena, such as Agreement, Case, movement, and so on?





The following considerations regarding how categorial and/or featural information of the most prominent lexical item in a given phrase comes about encompass major steps in the development of headedness in generative grammar. While most papers in this volume addressing labels directly or indirectly touch on Chomsky 2013, 2015, some pursue alternative conceptions altogether.

Labelling has been a prominent concept in syntax ever since the formulation of the Standard Theory (Chomsky 1965). Labels are the key conceptual address in any phrase structure rule formulated at this time. However, the nature of labels is hardly ever scrutinized then. Labels exist by mere stipulation and similarly the distinction between a well-formed phrase-structure rule of the type VP → V NP and a phrase-structure rule of the kind PP → V NP, which derives ungrammatical structures, is based on stipulation. To this present day, the introduction of X’-theory in Remarks on Nominalization (Chomsky 1970) is celebrated as one of the hallmarks of generative syntax that finally remedied this unfortunate affair. Phrase structure rules that did neither derive all nor only the grammatical sentences of a language and thus failed to meet the key criterion for any theory of generative grammar were abandoned and replaced by X’-structures. So the numerous phrase structure rules of old were replaced by one uniform schema: XP → X’ (YP) and X’ → X° (ZP). Along the way, labelling was not so arbitrary and stipulative any more, the assumption that heads are the endocentric core of all structures, which in turn emerge from projection, provided a clear role for labels, which are likewise percolated along the projection line from the endocentric head. This did not solve the question of how labels are created but it provided a mechanistic purpose to labelling that was completely syntax internal. For the interfaces, the role of labelling still played virtually no role. In minimalist syntax the role of labels changed once again. Also this time, the change did not come about by questioning the status of labels per se, instead it was again a consequence of a conceptual change in how syntactic derivation proceeds that also affected the status of labels. In bare phrase structure syntax all derivations are characterized by recursive application of Merge, either external or internal, which is a set-creating operation. Hence, X’-theoretic conceptions of structure building are replaced by operations of set-formation of the type Merge (α, β) → {α, β} = γ. The question of labelling here resurfaces (in the form of how does γ receive a label) and is more imminent than it has ever been before. Basically two answers are provided. The first is still based on projection ideas that are imported from X’-theory according to which the label of γ is determined by simple projection of the label of either α or β and thus e.g.: γ = {LB(α), {α, β}}. Here, projection is not only a part of the syntactic operation itself, but the label is crucially represented in the syntactic structure. Alternatively, labelling is determined by a third factor principle, Minimal Search: In any syntactic structure derived by recursive application of Merge that forms a set consisting of a lexical item and a (complex) syntactic object, the lexical item will provide the label (cf. Chomsky 2004, 2008, 2013, 2015). Hence: Merge (Head, XP) → {Head, XP} = HeadP. From this point of view and in contrast to projectionist conceptions, the label is crucially not part of the syntactic representation. For further elucidation of the historical development of the theoretical stages and for detailed description of this recent approach, we refer the reader to the contributions by Epstein: Kitahara and Seely (henceforth EKS), Collins and other papers in this volume.

What we would like to emphasize is that this theoretical maneuver pushes further the idea that language narrowly construed (cf. Hauser, Chomsky & Fitch 2002) might consist of only the recursive operation Merge. This is what we would like to call the ontological part, which concerns the question of what universal grammar (UG) comprises at all. This question must be distinguished from the procedural question, how the operation is triggered:1 Chomsky (2004 et seq) suggests that the application of Merge as such is unrestrained, i.e. it’s application is free. There are many ramifications of this view of grammar. For one thing, lest linguistic research is empirically vacuous, one must not throw the baby out with the bath water: The task is to investigate and ultimately understand restrictive conditions of the grammar or other linguistically relevant cognitive properties in terms of properties of the interfaces and so-called Third Factor principles (Chomsky 2005). Thus, ungrammaticality and deviance of expressions are not reflexes of unlicensed syntactic operations – with Merge being free, they are licensed by definition –, but must ultimately receive explanations in terms of the named properties. Our sense is that an occasional objection against this view of grammar is that neither interface properties nor Third Factor principles are a priory formally defined and sufficiently understood to yield a workable and empirically meaty theory of UG. But we believe that the development of reasonably explicit hypotheses of both interface conditions and Third Factor principles is part of at least some strands of Minimalism:

Needless to say, these “external” conditions are only partially understood: we have to learn about the conditions that set the problem in the course of trying to solve it. The research task is interactive: to clarify the nature of the interfaces and optimal computational principles through investigation of how language partially satisfies the conditions they impose, not an unfamiliar feature of rational inquiry. (Chomsky 2005)

In other words, hypotheses about the interfaces and operationalized Third Factor principles enter into specific empirical analyses, which in turn feeds back into a hopefully enhanced understanding of the architecture of the grammar as a whole.

The view of grammar we end up with lays the ground for an architecture of the grammar which fits a plausible scenario of how UG evolved from our immediate ancestors, namely as the result of a “slight mutation…”. Anything except hierarchical structure building – binary Merge – then is attributed to peripheral areas of the grammar (cf. Hauser, Chomsky & Fitch 2002’s distinction between faculty of language/ broad sense and faculty of language/ narrow sense), many of which we arguably share with species not our own.

Returning to the linguistic/ grammatical aspects, from this perspective endocentricity is an epiphenomenon of two interacting principles: (a) the requirement by the Conceptual-Intentional systems that syntactic objects have a prominent element and (b) the labelling algorithm based on the notion Minimal Search that implements this requirement in a computationally efficient manner.

This new approach to labelling in our view solves a number of deep-rooted empirical problems such as split topicalization in languages like German (Ott 2012), EPP-phenomena (Chomsky 2013, 2015), successive-cyclic A’-movement (Blümel 2012, Chomsky 2013), successive-cyclic A-movement (EKS 2014), and potentially others like coordinated structures (Chomsky 2013), the conjunct constraint (Ott 2013) and the subject-in-situ-generalization (Alexiadou & Anagnostopoulou 2001, Chomsky 2013). This paves the way to a number of new and exciting questions and provides a perspective from which putatively understood phenomena become problematic or at least puzzling, generating novel avenues of research (e.g. EKS 2014, 2015, 2016, van Gelderen 2015, Saito 2016). This volume contributes to the exploration of some of these issues.

Some of these are reiterations of old questions that have evolved around the issue of labelling ever since the earliest accounts, some, however, we can only now begin to ask. Among these are questions that center around the role of labelling within syntax (and morphology) and the role labelling plays at the interfaces or more precisely the way in which labelling interacts with semantics and phonology. The answer to the former question should also determine, whether labels are components of a structure at all, or whether they are (still) externally determined by a separate labelling procedure, or (alternatively) whether they can be outsourced completely from the syntax. Provided that labels are an integral part of syntactic computation, the next obvious question to be asked is whether labelling might then also be involved in more diverse syntactic phenomena, such as Agreement, Case, movement, and so on. The answer to the second question should not only clarify whether labels play a role beyond narrow syntax but also if Transfer in a phase theory has any effect on labelling later in the derivation. Furthermore, the exact content of labels needs to be addressed. I.e. it needs to be clarified in how far the label of a complex syntactic object is determined by one or both parts (or possibly none of the parts) of the objects that it consists of and thus ultimately, the question of how generally predictable labels are still awaits a conclusive answer. All these issues are addressed in numerous ways by the contributions in this volume.

The second major theme of this volume, which stands in close interaction with the question of labelling is the status of roots (i.e. open class lexical items, cf. Marantz 1997, Borer 2005a, 2005b) in syntactic derivation. Here again recent advancements in theoretical syntax finally put us in a position to begin to ask questions that could not even be formulated in syntactic theories ‘of old’. Under a lexicalist approach, which figured prominently in generative grammar right until the advancement of more minimalist accounts, roots played no role in syntax whatsoever. Lexical items are conceived of as complex syntactic objects that consist of a category label and an additional set of morphosyntactic features. The exact content of this feature set is frequently disputed and somewhat unclear but includes and possibly extends beyond categorial features, additionally comprising phi-features, case features, selectional features, phonological features and semantic features. With the introduction of Distributive Morphology in the 1990s the situation changed and syntactic approaches that base all computation on the initial status of roots moved to the center of attention. Yet, here as well, we are far from universally agreed upon accounts, despite intensive research; and every new insight only allows us to formulate basic and fundamental research questions with more precision than before. Among these are what the exact status of roots then is in syntax (and possibly beyond). What the featural composition of roots is, if any. Here opinions are particularly varied and range from the view that roots are equipped with phonological and semantic features, and possibly some additional features, such as selectional features (cf. Harley 2014) to the view that they may consist of nothing but phonological and semantic features (and maybe not even that) (cf. Marantz 1997, Borer 2005a, 2005b, de Belder 2011) or of phonological features only (Borer 2013).

The latter approach provides what could probably be characterized as the most radical answer. However, in all of these approaches the status of roots constitutes a major shift away from lexicalist assumptions of old and opens up a whole new avenue of research. In a sense, roots can be regarded as the new open class, which in turn makes questions on the nature of closed class elements such as categorizers of any sort, e.g. n,v, a, … all the more pressing. So the ‘breaking up’ of what used to be considered as an atomic unit, i.e. lexical items, has had a number of implications beyond the atomic level, while at the same time research at this very level also boosted and provided some very intriguing answers to long standing puzzles. For instance, the mere fact that it is now possible to consider roots as nothing but phonological indices (cf. Borer 2013) that are devoid of any category information, argument structure, morphological marking or substantive semantic content, opened up a pathway for a new analysis of conversion (or zero derivation). Even in lexicalist approaches to morphology conversion has always been a tricky thing, because it was one of the few operations that seemed to operate bidirectionally in the sense that it was, for instance, possible to derive nouns from verbs (to run - a run) as well as verbs from nouns (a fish - to fish) (cf. e.g. Katamba 1993). Bidirectionality in and of itself is a suspicious concept and the problem is augmented by the fact that it is not always that easy and straightforward to determine in which direction the conversion goes, plus the fact that in both directions a zero-form is involved. On top of all this, conversion constitutes a major problem when it is combined with other processes. So, for instance, when it comes to nominalizations it is never clear why certain lexical items need to undergo conversion first, before they can serve as the input to a second operation. E.g. in formation it is standardly assumed that form is converted from a nominal form into a verbal form in order to undergo -ation nominalization. (cf. Borer 2013 for detailed discussion). This assumption is suspicious for a number of reasons (e.g. because there are obvious counterexamples, where it is certainly not a verb that provides the input: fiction) and it would be less problematic if all converted forms existed in their own right and not just as the input for further operations. However, other than the set of words of latinate origin illustrated by fiction above, which already undermine the rule, the nominalizations of incorporated verb-object constructions constitutes a major problem in this respect. A by now infamous example is truckdriver. It is well known that -er nominalizes verbal forms. So in the case at hand this would mean that truckdrive as the input to the nominalization operation should be analyzed as a verbal form. Unfortunately, however, the verb to truckdrive does not exist.

Under the assumption that all these forms can be syntactically derived and that roots are uncategorized, conversion operations are obsolete. There is simply no zero-derivation any more. Roots are rendered category equivalent in the structural configuration in which they are inserted (cf. Borer 2013). So under merger with -ation, form is rendered noun equivalent and under merger with -er, truckdrive is rendered verb equivalent, which can, however, not be equated with a per se nominal or verbal status of form or truckdrive respectively. So with the elimination of conversion/zero derivation grammar is much more minimal, which is always a welcome sight, and peculiar questions such as why does zero-derivation not apply 10 times over converting a noun into a verb into an adjective, back into a noun and into a verb before it can serve as the input for overt nominalization need not be answered any more.

Another so far inconclusively answered question is what the ways are in which roots are realized. Here particularly the question of whether they are relevant in the initial stages of the derivation and whether they necessarily correspond to well-formed phonological words (Borer 2013) or whether they are inserted in the syntactic derivation only relatively late or maybe even post-syntactically after Spell-out are relevant, just as much as the question whether roots are introduced into the derivation as complements of categorizers, as modifiers, as both or as none of these is taken up in Alexiadou & Lohndahl’s contribution (cf. EKS 2016 for a nuanced version of the logically conceivable merge variants). It is particularly in the context of this latter set of questions that the interaction between roots and labels plays a most prominent role. And again, the papers in this volume address questions of this sort and provide interesting answers that further enhance our understanding of the role of labels and roots in syntax.

We decided to organize this volume in four parts. The chapters of the first two parts broadly pertain to the computational system of syntax, its workings, the motivation and background for its ingredients and its procedural/derivational character. The chapters of the latter two parts are for the most part interface-related, i.e. touch on how structures formed in a formal syntax receive an interpretation at the sensorimotor and meaning side. Naturally, the criteria for allotting a chapter a category were not always clear-cut and at times papers cross-classify different categories. Still we believe we found four sensible rubrics for the varied sections all of which touch on labels and a few of which deal with roots specifically:



	 A label-free Syntax: Problems of Projection (and extensions) and some Ramifications

	 Transfer and Labels

	 The sensorimotor Systems

	 Roots from Bottom to Top





The chapters in the first part elucidate and clarify various syntactic and extrasyntactic aspects and consequences of Chomsky’s recent works Problems of Projection (POP, 2013) and its extensions (POP+, 2015). The first two recapitulate much of the history of generative syntax, emphasizing different aspects of its development, and show how POP/+ carries further a conception of the grammar in which Merge applies freely/ optionally (envisaged in Chomsky 2004, explicitly and emphatically advertised in Boeckx 2015 as “Merge α”), while Third Factors (Chomsky 2005) and interface conditions tame the system. The final contribution in this part reflects on different touching points and indeed options of unification of POP with other branches of generative grammar such as cartography and nanosyntax.

Merge, Labeling and their Interactions is Samuel Epstein, Hisatsugu Kitahara and Daniel Seely’s (EKS) contribution, which rehashes much of the history of the phrase structural component within generative grammar, from the Aspects-era with Phrase Structure Rules up to a ‘bare’ system based on simplest Merge. It traces the status of “labels” in syntactic theorizing, changing from being stipulated constructs to effects of Third Factor principles and the CI-requirement that demands syntactic objects to be labelled. EKS reviews (EKS’ 2014) suggestions to extend POP(+)’s solution to intermediate movement steps in successive-cyclic A’-movement, the A-movement counterpart, without invoking principles like “Merge over Move”. They consider Rizzi’s (2014) attempts to deduce Criterial Freezing by means of the “shared label” conception in POP: Accordingly, if e.g. a WH-phrase ends up in an interrogative C-position, the configuration is {WH, CP} = α. If α is labelled by the prominent feature on WH and CP alike, each term in α is rendered “intermediate” – and intermediate projection units cannot move for independent reasons. EKS argues that this analysis is inconsistent with POP(+) in that it presupposes labels (and projection levels) to be part of Narrow Syntax, which, EKS contend, POP(+) in fact seeks to do away with. Secondly and referring to EKS (2015), EKS criticizes that Rizzi’s analysis requires additional principles for cases of filling – instead of abandoning – a criterial position and still other cases. For interrogatives, they explicate independently motivated assumptions under which a unification of Rizzi’s fulfilling a criterion with Criterial Freezing is feasible: next to the condition that syntactic objects need a label, it is 1) There is only one CQ in the (English) lexicon, appearing in both yes/no- and wh-interrogatives. 2) An SO, the label of which is identified as the head CQ, unaccompanied by a “wh-specifier,” is interpreted as a yes/no-question. 3) An SO, the label of which is identified as the Q-feature, shared by the two heads CQ and WHQ, is interpreted as a wh-question. 4) English yes/no-questions require T-to-C inversion or rising (question) sentential prosody, available only in matrix clauses, and when embedded, the resulting structure cannot be felicitously interpreted; such structures are gibberish (and perhaps crash) at CI.

In Merge(X,Y) = {X,Y} Chris Collins shows how the history of generative grammar can be conceived of as a “gradual unbundling of syntactic transformations”. He exemplifies this research procedure by the way in which different movement types in the late 1970s were unified under one type (wh-movement) and eventually under the generic rule Move-α which became the central and only transformation of the Government and Binding-era. He highlights that these rules were quite simple (like Merge nowadays), while the explanations for the grammaticality status of sentences became – and becomes – more complex, because of the ways in which the simple components of the grammar interact within the architecture of the grammar as a whole. Like movement, phrase structure rules too underwent such an unbundling, turning from rewrite rules, via X-bar theory to its current form of “simplest Merge”. He shows how this unification of phrase structure rules and transformations was achieved by resorting to the single operation Merge targeting different sources: the lexicon/ separate workspaces on the one hand and the interior of previously built structure on the other – the former corresponding to base-generation and the latter to movement transformations. The step towards a labelless conception of Merge, sparked by Collins (2002) and developed in Chomsky (2013, 2015) represents yet another stage of unbundling in that Merge is reduced to its bare essential form: Merge(X,Y) = {X,Y}. Collins lists 13 properties of Merge, stating that the current stage marks “the ultimate destination, in that no other simplifications are imaginable.” The properties he discusses include that Merge involves no feature checking, is strictly cyclic, involves no operation of copying, or of forming chains. He delves into the question why labels might be needed, proposes a minimal search based linearization procedure (which yields LCA-structures), gives a formal definition of derivations, and discusses the status of Agree, among other things.

In Features and Labeling: Label-driven Movement Aleksandra Vercauteren hones in on the ways in which movement triggers have been implemented and motivated within minimalism (feature-driven movements of various kinds). She then draws links between ideas advanced in POP(+) and certain core assumptions of cartography/nanosyntax2: a) the claim that unlabelabillity of XP-YP-structures, not features, drive movement might have a wider range of application (e.g. grammatical objects, local focus movement or VP-fronting) if a richer – phrasal – structure is considered as launching site. b) the idea that XP-YP-structures bring the moving member to a halt if a relevant prominent feature on X and Y is shared; within cartography many such potential landing/criterial sites have been proposed over the years, again suggesting a broader application than considered in POP(+). Finally, she c) emphasizes that the idea that POP(+)’s labelling algorithm probes for features (not heads) has been anticipated by cartography and naturally links the two approaches. Aside from these issues, Vercauteren raises the interesting possibility that some XP-YP-structures might neither be labelled by “symmetry-breaking” movement nor by feature sharing but remain labelless instead and might serve as the locus of the (postsyntactic) realization of words, i.e. lexical insertion.

Part two comprises contributions that tackle the issue of how, in a phase-theoretical framework, labelling interacts with cyclic Transfer.

In Labeling and Other Syntactic Operations Petr Biskup addresses the question if labelling can be considered a proper syntactic operation, on a par with others like Internal/ External Merge (IM/EM), Agree and Transfer, and be ordered with respect to them. He argues that this is indeed the case and shows that four established and quite disparate constraints on movement follow from this conception: Freezing effects, the ban on headless XP-movement, order preservation in multiple movements and the ban on acyclic incorporation. Relying on the assumption in POP that syntactic objects do not need to be labelled for the ongoing derivation to continue (labels on syntactic objects being required at the point of transfer only), he proposes that IM precedes labelling and that movement is indirectly feature-driven. Moreover, he adopts the idea that transfer is a property of every Merge operation and suggests that labelling must precede Transfer. From this arrangement of syntactic operations several phenomena emerge as effects.

In Is Transfer Strong Enough to Affect Labels Miki Obata distinguishes and recognizes two conceptions of Transfer in the literature on phases, strong and weak. Transfer is the operation that periodically hands over syntactic portions to the interfaces, commonly taken to be complements of phase heads. She asks if Transfer affects syntactic representation in such a way that (a) no syntactically relevant material remains in Narrow Syntax (strong Transfer) or (b) that syntactically relevant material remains part of the Narrow Syntactic representation, albeit inaccessible (weak Transfer). She exemplifies view (a) with Ott’s (2011) analysis of free relatives, argues that it is based on strong Transfer and identifies the problem that it overgenerates in wrongly predicting “stranding” (=in-situ linearization) of transferred material. She contrasts (a) with the view (b), which she exemplifies with Chomsky’s (2013) labelling analysis as well as the considerations in Obata 2009, 2010, where Transfer leaves a copy of the label of the transferred unit, marking the points at which transferred material can be reassembled or reconstructed. Finally, she discusses the issue of transferring entire phases, for which she suggests two instantiations: root clauses and adjunct clauses. In a phase-based system the option of transferring entire phases must be available, since root and adjunct clauses are interpreted by the interfaces.

Part three goes beyond the point of transfer and turns to the question of how labelling interacts with the sensorimotor component. The chapters in this part address how labeling affects linear order and how properties of the phonological system can be associated with labeling.

The first chapter by Dennis Ott Clausal arguments as syntactic satellites: a reappraisal argues that Koster’s (1978) and Alregna’s (2005) satellite hypothesis, which was recently criticized by Takahashi (2010) and Moulton (2013) can be maintained under the assumption that left-dislocation is analyzed as in Ott (2012b, 2014). According to the satellite hypothesis, sentential subjects are not simply the result of a fronting operation of the subject CP to Spec, CP of the matrix clause. Instead, they are the result of left-dislocation and they thus sit in a position external to their host CP. However, Takahashi (2010) and Moulton (2013) criticize that this account fails to explain connectivity effects, such as NPI licensing or variable binding from the left-dislocated CP into the main clause. Ott shows that under an analysis that accounts for left-dislocation in terms of a bi-clausal structure in which all but the dislocated XP of the first clause is elided, the original satellite hypothesis can be maintained. In fact, analyzing clause initial CP arguments as left-dislocated elements avoids certain problems that the alternative account cannot circumvent. The alternative would be to analyze these constructions as simple cases of clause internal CP fronting. This, however, would create a {CP, CP} structure, which violates Richards’ (2010) distinctness condition on linearization. Under a left-dislocation analysis where the host CP is elided no violation of the distinctness condition arises.

The second chapter in this section by Michelle Sheehan A labelling-based account of the Head-Final Filter argues that Greenberg’s Universal 21 (1963)/William’s Head Final Filter (HFF) can be subsumed under a more general constraint, i.e. the Final Over Final Constraint (FOFC) discussed in a number of recent publications (cf. Holmberg 2000, Biberauer, Holmberg & Roberts 2008, 2014, Sheehan 2013a, Biberauer, Holmberg, Roberts & Sheehan, forthcoming). According to the original observation in Greenberg, a prenominal modifier cannot be separated from the phrase it modifies, viz. the ungrammaticality of *a clever for a linguist analysis. Sheehan links the ungrammaticality of this construction and other violations of FOFC and HFF to a linearization problem that occurs with specifiers that are right-branching. She shows that under a copy theory of labelling the problem surfaces in those configurations where all labels and their terminal nodes are segments of the same category provided that linearization operates over category labels rather than phrases (as is independently proposed in Sheehan 2013a; 2013b). In this configuration right-branching specifiers as opposed to their left-branching counterparts cannot be linearized, which means that they either must stay in the base-generated position or that they are fronted as extraposed reduced relatives. Interestingly, thus, the ungrammaticality of HFF/FOFC violations is analyzed as a PF-phenomenon (resulting from linearization) and thus allows to keep narrow syntactic structural relations uniform for left- and right-branching specifiers.

The final part in this volume owes its title and classification to the ambiguous nature of the grammatical term “root” and subsumes three chapters under a rhetorical rather than substantial category: open class lexical units (roots) on the one hand, and the topmost sentential (=root) node on the other. It is one of the hallmarks of DM that the derivation starts with category-neutral roots (cf. e.g. Marantz 1997). These are taken to replace lexical categories that figure prominently in Standard Theory and early GB analyses. However, there is still no uniform agreement on how – in which structural configuration, by virtue of what structural relations – these category-neutral roots are eventually categorized and on how long the derivation can operate on uncategorized material. The first two papers in this section address these issues. The final paper looks at root phenomena, i.e. syntactic phenomena confined to the highest, i.e. non-embedded matrix clause, corresponding to the end of the derivation (cf. e.g. Emonds 1976, 2004, 2012).

Artemis Alexiadou & Terje Lohndal’s chapter The structural configurations of root categorization thus reexamines the question of what the status of roots is in the derivation. So far in the literature, at least four approaches can be distinguished that all make different predictions about the structural configurations that lead to root categorization. According to what may be called the traditional view on root categorization, roots are merged as complements (cf. e.g. Embick 2010 and Harley 2014 for an overview). Alexiadou & Lohndal first reiterate prominent evidence in favour of this view, which comes from one-replacement, VO-idioms, root suppletion in Hiaki and nominalization, and then go on to show that none of these phenomena provides conclusive evidence for the complement status of roots. Next, the idea that roots are introduced into the derivation as modifiers is scrutinized. Under this view roots could potentially remain uncategorized, as proposed e.g. in de Belder (in press). However, there is no conclusive evidence in favor of this view either. Under an alternative approach, pursued e.g. in Embick (2004), roots can be introduced into the derivation either as complements or as modifiers. This can thus be characterized as the compromise between the first two approaches. However, here as well, particularly the structural configurations under which roots can be merged as complements of categorizers seems to be restricted to a very limited set that is virtually indistinguishable from those roots that are merged as modifiers. The last view is that roots are introduced into the derivation by a special mechanism, such as self-merger (cf. Adger 2013) or merger with an empty set also called Unary Merge by de Belder and van Craenenbroek (in press). Particularly this last option is discussed in quite some detail. The idea derives from the observation that some configurations seems to live a Janus-faced life insofar as they allow for the insertion of either roots or functional vocabulary items. This can only be accounted for under the assumption that roots are late inserted into the derivation by a mechanism of unary merge. However, this account also leaves a number of questions unaccounted (and some unaccountable). Thus, Aleaxiadou & Lohndal argue that up to now there is no conclusive evidence in favor of any of the accounts that are suggested for the structural configurations that allow for the categorization of roots.

The chapter by Leah Bauke & Tom Roeper How unlabelled nodes work: morphological derivations and the subcomponents of UG operations asks the question whether there is independent evidence for the role of labelling heretofore unlabelled lexical items, i.e. roots, in the course of the derivation. They argue that unlabelled nodes exist in syntax beyond the level of the root and that these have direct impact on syntactic movement operations in so far as they can disambiguate an underdetermined semantics. So far, the most prominent arguments that go into a similar direction come from an analysis of small clauses along the lines of Moro (2000) and subsequent literature. Bauke & Roeper extend this analysis and advance evidence from compounding and preverbal affixation in order to show how the existence of unlabelled nodes determines (morpho)syntactic structure. In fact, they argue that compound incorporation and productive recursive preverbal affixation is underivable in a bare phrase structure syntax unless unlabelled nodes are assumed to exist. Thus, this analysis also provides evidence for the fact that labelling is not solely an interface requirement imposed by PF legibility of syntactic structures (as originally argued in Moro 2000). It rather is a genuine syntactic operation that has an impact on both the PF and the LF interface. Bauke & Roeper cast their analysis in terms of a reformulated and advanced version of the basic ideas underlying the abstract clitic hypothesis already discussed in Roeper & Keyser (1992) and critically reevaluated in Bauke (2014).

Andreas Blümel’s chapter Exocentric Root Declaratives: Evidence from V2 concludes the section and also the volume on Labels and Roots. In this chapter, the status of root declaratives in V2 languages is reevaluated. Contra widely-held assumptions (but cf. Emonds 2004, 2012 for an alternative account that is somewhat more in line with Blümel’s analysis), Blümel argues that root declaratives in V2 languages (and possibly universally) must remain unlabelled. Thus, the stipulations of a projection based endocentric syntax that stem from the days of an X’-theoretic conception of syntax are challenged and it is argued that it is precisely a failure to label an XP-YP configuration in root declaratives that forces these structures to remain labelless in a system based on simplex Merge. Blümel shows first that neither of the two labelling strategies suggested in Chomsky (2013, 2015) can readily account for V2 root declaratives and turns the argument around by proposing that V2 provides evidence for the labellessness of {XP, CPV2}. Thus the labeling algorithm holds the key to explaining typical properties of V2 root declaratives. Among these the fact that (almost) any phrase can occupy the prefield position in V2 clauses, and that at most and at least one phrase must occupy this position. This link, between V2 properties and a projection free bare phrase structure syntax derived by Merge provides strong evidence in favor of abandoning standard labelling assumptions for root declarative XP-YP structures (i.e. that they must be endowed with a syntactic category). The labelless nature of these structures is shown to be rather due to third-factor interface driven properties of syntactic structures and thus supports the view that narrow syntax is very minimal.

We would like to end this introduction by thanking Erich Groat for his untiring energy and commitment within this project. Without his dedication and initiative, this volume would not exist.
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Samuel David Epstein, Hisatsugu Kitahara and T. Daniel Seely

Merge, labeling and their interactions

Abstract: This paper reviews and discusses a series of papers by Epstein, Kitahara and Seely, related to Chomsky’s (2013, 2014) ‘labeling by minimal search’ analysis. After providing a brief history of ‘labels,’ some empirically (and explanatorily) advantageous consequences of Chomsky’s labeling by minimal search analysis are revealed, including that (i) it explains ‘obligatory exit’ in A-movement without any reference to Merge-over-Move, lexical arrays and subarrays, nor in fact to the construct ‘phase’ (motivated in Chomsky 2000), at least suggesting the possibility of their eliminability, and (ii) it explains ‘obligatory halting’ in key instances of criterial freezing (without appeal to the analytical apparatus proposed in either Epstein 1992 or Rizzi 2014). These results are consistent with the twin (yet often implicit) goals of: (i) reducing Merge to its simplest and most unified form (with no labels nor label projection, as (to our knowledge) first proposed in Collins 2002, Seely 2006) while (ii) concomitantly maximizing Merge’s explanatory effects (postulating as few operations as possible beyond Merge). It is important to note that this research is entirely continuous with the 65 year old (scientific) enterprise of seeking to construct an explanatory theory of the format of descriptively adequate transformational and phrase structure rules (now unified under Merge) and to also explain the nature of the (apparent) constraints on transformational rule application, including when transformational application is obligatory (“obligatory exit”) and when it is prohibited (“freezing”), and why.

1Introduction

This paper provides a brief (and selective) history of the nature, motivation and use of labels within the generative tradition and then explores recent developments regarding labeling, focusing on Chomsky’s (2013, 2014) labeling by minimal search analysis. More specifically, we review, and add some speculative extensions to Epstein, Kitahara, Seely (EKS) (2014, 2015, to appear).


2Labeling by minimal search

In this section we briefly review the recent labeling by minimal search analysis of Chomsky (2013, 2014), which provides the point of departure for EKS (2014, 2015, to appear). EKS adopts the labeling analysis of Chomsky and then provides further positive (and unnoticed) consequences of that analysis.

2.1A short history of labeling

Before presenting the details of Chomsky’s (2013, 2014) labeling analysis and our extensions of it, we first provide a selective history of the notion ‘label’ in generative grammar, from the PS rules of Standard Theory through X-bar theory, to Binary and Singulary Generalized Transformation, Internal and External Merge and finally to unified and simplest Merge.3

In part, this is a history of the simplification of a central aspect of syntactic theory, namely that labels were explicitly represented in the syntactic objects that constitute the representational output of the structure building mechanism(s).4 But, over time, labels and label projection were eliminated from the syntax. The structure building mechanisms have changed over the course of the development of generative grammar and, with these changes, we find different notions of label and label projection. A number of researchers, including Collins (2002) and Seely (2006), argue for the elimination of labels and labeling entirely. In Chomsky’s most recent work, however, the effects of labels, which are not explicitly represented in syntactic representations, are derived from the application of independently motivated, third-factor mechanisms (specifically minimal search), and with interesting empirical consequences.

2.1.1PS rules in the Standard Theory

Recursive PS rules of the Standard Theory (see Chomsky 1957, 1965) provided a revolutionary solution to the cognitive paradox of discrete infinity: while the human brain is finite, the generative capacity of any I-language (representing an individual’s knowledge of language) is infinite. A finite set of recursive PS rules (or a single recursive rule itself, see below) provided the means to generate an infinite number of mentally representable abstract structures and thus provided an explicit representation of human knowledge of syntactic structure and accounted for the fundamental “creative aspect of language use,” while playing a central role in the (re)birth of the cognitive sciences and the development of computational-representational theories of mind.

A recursive structure-building mechanism of some type is necessary for any adequate theory of I-language. But of course, one central question is: “Why do we find these particular (construction-specific or category-specific) rules, and not any of an infinite number of other PS rules, or other types of rules?”5 Why, for example, does a rule like (1) have the properties it has?


	(1)
	VP → V NP




For instance, Why is the ‘mother node’ on the left labeled VP (and not some other category or, for that matter, some non-category)? And more generally still, why is there a label at all? Within Standard Theory, these questions were not asked; rather PS rules were axiomatic and any single phrasal category could be rewritten as any sequence of categories and thus the existence and categorial status of mother labels were pure stipulation, true by definition. So, for example, Standard Theory allowed a rule like (2)


	(2)
	S → NP VP




in which the mother node S is not a projection of (i.e. it is categorially unrelated to) its daughters.6 This in turn raised the question: why do we find such headless phrases as S, while the major lexical phrasal categories seem to have heads, e.g., V in VP, N in NP, etc.? The (only) answer available at the time was: it seems to be true by definition, hence by stipulation, i.e. we have no explanation.

Note that besides being stipulative, there is arguably a formal, or interpretive unclarity concerning the relationship between PS rules and the PS trees generated by applying rules. For example, rule (2) contains one and only one formal symbol “S”. However in the PS tree (3) generated by applying the rule (2), there are two entities we call “S”:


	(3)
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That is, in the tree representation (3), there appears the label “S” (appearing immediately above NP and VP), yet in addition, the entire tree itself is called ‘an S’. This disparity, between the rule and the representation, has perhaps engendered confusion concerning the nature of PS generation vs. PS representation.

Furthermore, the mother nodes of (1) and (2) on the left, and phrasal category labels in general, involve, at least in one sense, ‘look ahead.’ Standard Theory appealed to ‘top down’ PS rule application, but as pointed out by Chomsky (1995b), attributing the insight to Jan Koster, such PS rules are telic in that they indicate the categories generated by the syntax that will be relevant to the interpretive components, PF and LF. 7, 8

As discussed in detail in EKS (to appear), such look ahead is particularly evident given Chomsky (1965) Aspects’ postulation of the empty Δ node, combined with substitution transformations:9

“… suppose that (for uniformity of specification of transformational rules) we add the convention that in the categorical component, there is a rule A → Δ for each lexical category A, where Δ is a fixed ‘dummy symbol.’ The rules of the categorical component will now generate Phrase-markers of strings consisting of various occurrences of Δ (marking the positions of lexical categories) and grammatical formatives.” Aspects, p. 122.

So, consider passive: Δ would appear in the (simplified) deep phrase marker associated with passive, as in (4)10


	(4)
	[S [NP Δ ] was arrested [NP the man]]




The object NP then raises via substitution to the pre-existing Δ subject NP generated in the Deep Structure (DS), yielding:

[image: ]

In effect, Δ is an empty and non-branching maximal projection with a purely formal status, lacking in lexical (nominal) featural content, i.e. it is a projection of no head at all, raising one of the problems noted with respect to S in rule (2) above. The DS in (4) in fact ‘preordains’ the categorial structure of what the Surface Structure (SS) will be. If such structure preserving Δ substitution is employed, then the label of the NP subject of S is already present at DS, ’awaiting’ the obligatory arrival of the man. This encoding of SS into DS threatens the concept of level itself, suggesting that levels are in some sense intertwined, or non-existent (as was later postulated in Chomsky 1993, Brody 1995, Chomsky 2000, Epstein et al. 1998, Uriagereka 1999).

Overall, then, recursive PS rules of the sort found in Standard Theory provided an empirically motivated, profound answer to a paradox, and solved the fundamental cognitive problem of discrete infinity. But, the nature of labels and projection raised a number of important (and unanswered) questions.


2.1.2X-bar theory: the elimination of PS rules

X-bar theory represented a major development in the history of phrase structure, and specifically for our purposes here, in the history of the notion phrasal label.11 X-bar theory attempted to provide answers to (at least) some of the questions raised by PS rules. Rather than the stipulated, hence non-explanatory PS rules of Standard Theory, the X-bar format imposed clear restrictions on, and provided a uniform analysis of, ‘humanly possible phrase structure representation,’ eliminating PS rules, and leaving only the general and uniform X-bar format as part of UG.12

The three central tenets of X-bar theory are endocentricity, cross-categorial uniformity, and (in the most widely adopted version) ternary levels of projection. All phrases have a lexical head and they all have the same basic internal structure, as encoded in the X-bar template. Also, as compared with standard PS rules, another essential property of X-bar is a third level of projection, neither lexical nor a full phrase, namely, X-bar.

Endocentricity was assumed without exception: since some categories seemed to be endocentric (the lexical categories VP, NP, PP, AP, etc.), it was assumed that all categories, lexical and functional alike, are endocentric, thereby expressing crossphrasal uniformity.13 “Headless” PS rules, like (2), S → NP VP, are thus eliminated, reduced to the X-bar template and thus ‘forced’ to have a lexical head.

Another crucial innovation of X-bar theory, representing a profound step in the development of the strong minimalist thesis, is the elimination of linear order from the PS component; X-bar theory specified no linear order of elements within the syntactic structure. By contrast, Standard PS rules simultaneously defined two relations, dominance and precedence, and therefore the application of a single PS rule could not (in retrospect) be a primitive operation since two relations, not one, are instantaneously created. X-bar theory takes an important step in reducing the two relations to one, and it does so by eliminating linear order, which is a property of PF and (by hypothesis) not a property of LF. X-bar theory thus disentangled “dominance” (in hindsight, a misnomer, better characterized as ‘set membership’ in more recent work, and avoiding the ‘confusion’ noted above concerning the difference between a label vs. the entire category the label is the name of) and precedence. In addition, it sought to explain their existence, and the non-existence of all other relations, as required by, hence subservient to, the interfaces (dominance for semantics, precedence for phonology).14

What is the nature of a label in X-bar theory? Clearly, the mother is predetermined. Assuming binary branching, if α is non-maximal (i.e. a head or a non-maximal projection of a head), its mother will be the category of α. If α is maximal, its mother will be the category of α’s sister. Thus, with respect to the following tree representation (ignoring order)


	(6)
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since X and X’ are non-maximal, each will itself project.15 YP is maximal and hence its mother is the category of YP’s sister (in this case X-bar). Projection from a head (i.e. endocentricity), and the syntactic representation of projection, are taken to be central concepts of X-bar theory, defining two core relations: Spec-head and head-complement.16

Notice however that Δ – the preordained landing site for movement of a maximal projection – as originally introduced in Aspects implicitly remains in the X-bar format. Under X-bar theory, the landing site of movement is often called “Spec”, but “Spec” is in effect a cover-term for Δ as well. So, we could say that Δ was still assumed for movement under X-bar theory, i.e. X-bar consistency was a constraint also imposed on transformationally derived structures in which projection is determined by the X-bar schemata: a moving category has no chance to project — the mother of the mover ‘landing in’ Spec is by definition not a projection of the mover.17

X-bar theory represented an important advance but raised a new set of questions: specifically, why is there projection at all, and why should it satisfy X-bar theory? Why does the mover never project (if that is in fact true)? Why are phrases endocentric (if they, in fact, all are)? And why are phrasal labels represented in the narrow syntax; are they in fact required syntax-internally? – and has there been a continued confusion between the label vs the category bearing the label, as discussed above, regarding (3)?


2.1.3The initial transition from X-bar to Merge

Early minimalism brought major shifts in the architecture of the computational system for human language and initiated changes in the mechanics of structure building. Chomsky (1993), for example, eliminates DS (and paved the way for the elimination of syntax-internal levels entirely, including SS, see also Chomsky 1986). Chomsky (1993) also saw the re-introduction of Generalized Transformation (GT), a structure building operation the output of which is required to be consistent with X-bar schemata by definition. In the new theory, there are two distinct kinds of applications of GT. Binary GT takes two separate syntactic objects and combines them into a single object. Binary GT is thus the ‘ancestor’ of what would become External Merge. Singulary GT is the precursor of its most immediate descendant, Internal Merge, where one of the objects being made a member of a newly created set is initially contained within the other. In effect, the elegantly constrained X-bar theory, together with its stipulated (or axiomatic) properties including its prohibition on mover projection, was taken to be a UG filter on both DS-level representations and on transformationally derived output representations, another form of unification (of DS and transformationally derived SS PS representations).


2.1.4 xThe eMERGEnce of bare phrase structure

While X-bar theory represented a very significant step in the continued quest for explanation, it was of course not exempt from explanatory scrutiny. Why should X-bar theory hold? Why do we find these particular relations (endocentricity, trinary projection, mover non-projection, head-complement, and Spec-head – the latter falling under the general definition of “government,” the cross-modular, unifying but quite complex, see Chomsky 1986, sole relation – as opposed to an infinite number of alternative phrase structure systems? Adhering to Minimalist method (see Chomsky (2007) “Approaching UG from Below”), we can ask: how “should” phrase structures be generated under minimalist assumptions?

In “Bare Phrase Structure” (BPS), Chomsky (1995a: 396) provided an initial answer:
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