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Foreword

I have had the distinct pleasure to enjoy my own study of spatial econo-
metrics in collaboration with Giuseppe Arbia during his work on this 
monograph. There is much to be learned in this rapidly growing field. 
This primer introduces the workhorse of the field, the spatially autore-
gressive and spatially autocorrelated linear regression model. A chapter 
is devoted to important terms of art in the field. We then progress 
through extensions of the linear model to heteroscedasticity and panel 
data treatments. Recent developments of spatial econometrics have 
extended the models to many non-linear cases, including binary and 
multinomial choice, stochastic frontiers, sample selection and models 
for count data and ordered choices. This primer provides a gateway to 
that literature through a presentation of a spatial binary choice model. 
Readers will appreciate the extensive presentation of real numerical 
examples in R, which has emerged as the software of choice for model 
builders in this area.

Spatial econometrics is enjoying widely dispersed growth spurt in 
many of the social sciences. Readers of this primer will find it to be a 
very approachable, informative springboard to their own ongoing study 
and research, as I have.

William Greene
Stern School of Business
New York, August, 2013
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Preface and Acknowledgements

Spatial econometrics is a rapidly expanding topic with applications in 
so many diverse scientific fields that it is almost impossible to fully enu-
merate all the disciplines. Indeed, in recent years we can find applica-
tions in fields such as regional economics, criminology, public finance, 
industrial organization, political sciences, psychology, agricultural eco-
nomics, health economics, demography, epidemiology, managerial eco-
nomics, urban planning, education, land use, social sciences, economic 
development, innovation diffusion, environmental studies, history, 
labor, resources and energy economics, transportation, food security, 
real estate, marketing, and many others.

Given the widespread interest in the subject, this book aims to meet 
the growing demand by introducing basic spatial econometrics meth-
odologies to a wide variety of researchers. It is specifically designed as a 
reference for applied researchers who want to receive a broad overview 
on the topic. In this sense, it is not intended to be a comprehensive 
textbook on the subject; rather the intention is to keep the details to a 
minimum and to provide a practical guide which illustrates the poten-
tial of spatial econometric modeling, discusses problems and solutions, 
and enables the reader to correctly interpret empirical results and to 
start working with the methods.

There are several features that distinguish this book from other exist-
ing texts on the subject. First, this book is self-contained and it does not 
assume any background knowledge apart from a working knowledge 
of elementary inferential statistics. Chapter 1 contains a summary of 
basic standard econometric results that are used throughout this text; 
as such, it can be omitted by the reader who is already knowledgeable 
on the subject. The treatment of the various topics is rigorous, but with 
formal proofs that are low level and reduced to a minimum. The book 
provides the minimum essential basics and intuitions on each topic 
and refers to other textbooks and to the literature for a more in-depth 
discussion. Furthermore, the text is integrated with examples, problem 
sets and practical exercises. To some extent, one may think of this book 
as an extended chapter of an econometrics textbook. It thus explicitly 
aims to bridge the gap between the standard textbooks, which still 
largely ignore the subject, and the more comprehensive and specialized 
textbooks. Although the book is application-oriented, I have taken care 
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to provide sound methodological developments and to use notations 
that are generally accepted for the topics being covered. Therefore, the 
reader will find that this text provides good preparation for the study of 
more advanced spatial econometrics material.

Secondly, this book only partially overlaps with existing textbooks on 
the subject. Even if it does not contain a comprehensive treatment of all 
the topics in spatial econometrics, it nonetheless includes some of the 
recent advances that are not discussed in other existing textbooks. For 
example, various estimation alternatives to the traditional Maximum 
Likelihood paradigm, the treatment of heteroscedastic innovations, 
spatial discrete choice models and non-stationary models. In addition, 
even if the bulk of the book deals with synchronic cross-sectional spatial 
models, section 4.3 contains an introduction to the treatment of spatial 
panel data, a fast-growing field in spatial econometrics.

Thirdly, people working in this field quickly learn that most of the 
procedures illustrated in this book encounter severe computational lim-
itations when applied to very large datasets with sample sizes approach-
ing thousands of observations. Computational issues can, indeed, 
represent a big limitation for many scholars engaged in spatial analysis 
in non-specialized fields that do not have access to large computer 
facilities. They can represent a limitation even with the availability of 
powerful computing machines in all those cases when a real-time deci-
sion has to be taken on the basis of the econometric analysis such as, for 
example, epidemiological and environmental surveillance or computer-
assisted surgery, based on medical imaging. To overcome such limita-
tions, this book also includes a chapter entirely devoted to discussing a 
series of alternative estimation techniques that can help in dramatically 
reducing the computational time and computer memory requirements.

Finally, the text introduces the reader to the procedures contained in 
the free statistical software “R”. While spatial econometric methodolo-
gies are still not integrated in econometric software products (such as, 
for example, Eviews, Gauss, Gretl, Limdep, Microfit, Minitab, RATS, 
SAS, SPSS, TSP and many others), there are presently some packages 
that deal with most of the topics treated in this book (for example, 
STATA, Matlab) together with more specialized software in the subject 
(for example, GeoDa). In this book, however, we have decided to illus-
trate the various methods by making use of the statistical language R 
for three main reasons. Firstly, the package is freely available, so that 
the reader of the book can immediately replicate the techniques using 
available data. Secondly, the R language is intuitive and requires only a 
small initial investment. Thirdly, since spatial econometrics is a rapidly 
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expanding topic, the language R guarantees almost real-time updating 
when new procedures are introduced in the literature.

The material presented can be used as a textbook for an introductory 
course in spatial econometrics which assumes a working knowledge in 
econometrics at the level of, for example, the introductory chapters of 
the 7th edition of the textbook by Greene (see W. Greene, Econometric 
Analysis (2011)) or similar. In particular, chapters 1 to 3 could consti-
tute the material for a two- or three-day course (10–12 lecture hours). 
Chapters 4 (3–4 hours) and 5 could be supplemental material covered 
on additional days. For chapter 4, the instructor would have the option 
of covering the entire chapter which could take an entire day or cover a 
portion of the chapter which would only take three or four hours. The 
examples, the questions and the exercises contained in the final part of 
each chapter may be used in combination with a set of computer labo-
ratory sessions that could accompany the lectures.

The idea of an introductory, easy-to-use, textbook for applied research-
ers was developed during the many occasions throughout the last dec-
ade, in which I had the opportunity to teach introductory courses in 
spatial econometrics at different universities and institutions in Milan, 
Barcelona, Fortaleza, Salvador-Bahia and in the summer school, ‘Spatial 
Econometrics Advanced Institute’, held yearly in Rome since 2008.

The first plan of the book was written while I was visiting the 
Economics Department at the Stern School of Business, at New York 
University during the spring semester of 2011. I am grateful to Bill 
Greene for inviting me on that occasion and in the following two years 
in spring when I worked on this project. The final draft was completed 
during the period I spent as a professeur invité at ERMES, Université 
Pantéon Assas, Paris II for which I am indebted to Alain Pirotte, who 
was so kind in hosting me and providing me with a suitable environ-
ment to finish my work. The rest of the work was done at the Catholic 
University of the Sacred Heart in Rome, where I moved in late 2011. 
Section 4.3 is written by Giovanni Millo of Assicurazioni Generali, 
Trieste, Italy and I am grateful to him for his substantial contribution to 
the preparation of the book and for his patience in working with me. 
I am also grateful to Carrie Dolan of the College of William & Mary, 
Williamsburg, USA for carefully proofreading my draft. I am obviously 
entirely responsible for all the remaining errors. Carrie was also invalu-
able in providing and editing some of the maps used in the text and 
in the examples. Thanks are due also to Miguel Flores of Tecnologico 
de Monterrey, Mexico for providing the data and the maps on Mexico 
on which I based some of the examples in chapter 5, and to Diego 
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Giuliani, Francesca Petrarca and Myriam Tabasso for their rapid, online 
assistance and advice in respect of some of the R procedures. Giovanni, 
Carrie, Miguel, Diego, Francesca and Myriam are all former participants 
of the aforementioned ‘Spatial Econometrics Advanced Institute’ and 
I would also wish to express my gratitude to all the students who took 
part at the school in the last six years (more than 200!) because their 
active presence in class was certainly the greatest stimulus I received in 
writing this book.

This book is dedicated to my family. If I look back to the forewords 
I have written for my previous books, I find expressions of thanks to 
Paola and to my three children for their presence, patience, help and 
encouragement. Twenty-five years have now passed since the publica-
tion of my first book, and seven since my last one. The children have 
grown up and many things have changed, but my family is still here 
with me and to them my thoughts gratefully go on this rainy and 
gloomy late winter day, when I am here sitting in front of my computer 
writing the final words of this book.

Rome, Ash Wednesday, 2014
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1
The Classical Linear Regression 
Model

1.1 The basic linear regression model

Let us consider the following linear model

n y1 = n Xkk b1 + n e1 (1.1)

where 
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non-stochastic exogenous regressors including a constant term, 
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 a  

vector of stochastic disturbances. We will assume throughout the book 
that the n observations refer to territorial units such as regions or 
countries.
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The classical linear regression model assumes normality, identicity 
and independence of the stochastic disturbances conditional upon the 
k regressors. In short

e⏐X ≈ i.i.d.N (0, s2
e  n In) (1.2)

n In being an n-by-n identity matrix. Equation (1.2) can also be written as:

E(e⏐X) = 0 (1.3)

E(eeT⏐X) = s2
e n In (1.4)

Equation (1.3) corresponds to the assumption of exogeneity, Equation (1.4) 
to the assumption of spherical disturbances (Greene, 2011).

Furthermore it is assumed that the k regressors are not perfectly 
dependent on one another (full rank of matrix X). Under this set of 
hypotheses the Ordinary Least Squares fitting criterion (OLS) leads to 
the best linear unbiased estimators (BLUE) of the vector of parameters 
b, say b̂OLS = b̂. In fact the OLS criterion requires:

S( b ) = eT e = min (1.5)

where e = y − Xb̂ are the observed errors and eT indicates the transpose of e.
From Equation (1.5) we have:

( ) ( )ˆ ˆ ˆ= = ( ) ( ) = 2 = 0T T T Td d d
S e e y X y X X X X y

d d d
− − −b b b b

b b b

whence:

b̂OLS = (XT X)−1 XT y (1.6)

As said the OLS estimator is unbiased

E(b̂OLS⏐X) = b (1.7)

with a variance

Var(b̂OLS⏐X) = (XT X)−1s2
e  (1.8)

which achieves the minimum among all possible linear estimators (full 
efficiency) and tends to zero when n tends to infinity (weak consistency).
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From the assumption of normality of the stochastic disturbances, 
normality of the estimators also follows:

b̂OLS⏐X ≈ N[ b; (XT X)−1 s2
e  ] (1.9)

Furthermore, from the assumption of normality of the stochastic dis-
turbances, it also follows that the alternative estimators, based on the 
Maximum Likelihood criterion (ML), coincide with the OLS solution.

In fact, the single stochastic disturbance is distributed as:

21 1
( ) = exp

22i i if
σ

⎡ ⎤
⎢ ⎥−
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e e e
p

f being a density function, and consequently the likelihood of the 
observed sample is:
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 (1.10)

from the assumption of independence of the disturbances. From (1.1) 
we have that

e = y – Xb (1.11)

hence (1.10) can be written as:

( )2 2 2
2

( ) ( )
( , ) = cos exp

2

n Ty X y X
L tσ σ

σ
− ⎡ ⎤− −⎢ ⎥−⎢ ⎥
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e e

e

b bb  (1.12)

and the log-likelihood as:

( )2 2 2
2

( ) ( )
( , ) = ln ( , ) = cos ln

2 2
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b bb b  (1.13)

The scores functions are defined as:
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and solving the system of k + 1 equations, we have:

1

2
,

ˆ = ( )

ˆ =

T T
ML

T

ML

X X X y

e e
n

σ

−

e

b
 (1.15)

Thus, under the hypothesis of normality of residuals, the ML estimator 
of b coincides with the OLS estimator. The ML estimator of s2

e on the 

contrary differs from the unbiased estimator 2 =
Te e

s
n k−e  and it is biased, 

but asymptotically unbiased.
To ensure that the solution obtained is a maximum we consider the 

second derivatives:
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2 2

2 2 2
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 (1.16)

which can be arranged in the Fisher’s Information Matrix:

2
2

+1 +1

4
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b  (1.17)

which is positive definite.
The equivalence between the ML and the OLS estimators ensures 

that the solution found enjoys all the large sample properties of the ML 
estimators, that is to say: asymptotic normality, consistency, asymptotic 
unbiasedness, full efficiency with respect to a larger class of estimators 
other than the linear estimators, and invariance.

The OLS estimators also coincide with the Method of Moments 
 estimators (MM). In fact consider the following moment condition:

( )1
= = 0T TX e E X

n
e  (1.18)
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Solving Equation (1.18) gives:

1
( ) = 0

1 1
= 0

T

T T

X y X
n

X y X X
n n

−

−

b

b

and solving for b, we have:

( ) 1ˆ ˆ ˆ= = =T T
MM OLS MLX X X y

−
b b b  (1.19)

As for hypothesis testing, let us first consider the following system of 
hypotheses related to the single parameter bi:

0

1

: = 0

: 0
i

i

H

H ≠

b
b

 (1.20)

where bi is a generic element of the matrix b such that b̂i ≈ N[bi, Sii s2
e  ], and 

Sii is the i-th element in the main diagonal of matrix XTX. A statistical 
test can be derived taking the difference between the value of b under 
the null and under the alternative hypotheses scaled by its standard 
deviation:

0ˆ
= (0,1)

H
i

ii
test N

Sσ
≈

e

b
 (1.21)

This, however, is not a pivotal quantity unless we know the value of s2
e. 

Since 
2

2
( )2

( )
n k

n k s χ
σ −
−

≈e

e
 (with χ2

(n – k) a chi-squared distribution with n – k 

degrees of freedom) and using the independence between s2
e and b̂, we 

can build up the pivotal quantity:

( )

ˆ
= i

n kii
test t

s S
−≈

e

b
 (1.22)

which can be used to test the null hypothesis. If we consider, instead, 
the multiple null hypothesis

0 2 3

1

: = = = = 0

: 0
k

i

H

H ≠

�b b b
b

 (1.23)
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we can test the significance of the model as a whole through the quantity:

2

2

/( 1)
= ( 1; )

(1 ) / ( )
R k

F F k n k
R n k

−
≈ − −

− −
 (1.24)

which is distributed as an F with k – 1 and n – k degrees of freedom and 
where

2 =
SSR

R
SST

 (1.25)

In Equation (1.25), SSR represents the sum of squares of regression 
defined as SSR = 1 – SSE = 1 – eTe (SSE representing the sum of squares of 
errors), SST = yTy – nȳ represents the total sum of squares and ȳ the sam-
ple mean of y. R2 is the so-called coefficient of determination (0 < R2 ≤ 1), a 
parameter that measures the degree of fit of the observed data to a lin-
ear function. The adjusted version of R2, which takes into account the 
 number of degrees of freedom of the regression, is given by:

2 21
= 1 (1 )

+1
n

R R
n k

−
− −

−
 (1.26)

Alternative measures of the degree of fit are the Akaike Information 
Criterion

2
= ln +

Te e k
AIC

n n

⎛ ⎞⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜⎝ ⎠
 (1.27)

and the Schwartz (or Bayesian) Information Criterion 

ln
= ln +

Te e k n
BIC

n n

⎛ ⎞⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜⎝ ⎠
 (1.28)

A further approach to hypothesis testing in regression (that could be 
applied to the system of hypotheses (1.20) and that will be employed 
later in this book) is based on the general testing procedure known as 
the likelihood ratio. The likelihood ratio of a parameter vector, say θ, is 
given by:

0 0( ) ( )
= =

ˆ ˆ( ) ( )ML

L L

L L

θ θ
θ θ

λ  (1.29)
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with the subscript 0 indicating the value of the parameters under the 
null. It represents the ratio between the likelihood function evaluated at 
the parameter’s value under the null and the likelihood function at its 
maximum. A monotonic transformation of the test statistic l does not 
change the inferential conclusions, so that it is more common to refer 
to the likelihood ratio test as the quantity:

0
ˆ= 2 ln( ) = 2 ( ) ( )LR l lθ θ⎡ ⎤− − −⎢ ⎥⎣ ⎦l  (1.30)

Expanding l(q0) as a Taylor series about q̂  we obtain:

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

2

0 0

2

0 0

1ˆ ˆ ˆ= 2 + +
2

1ˆ ˆ ˆ    = 2 + +
2

LR l l rest

s ni rest

θ θ θ θ θ θ

θ θ θ θ θ θ

⎡ ⎤
⎢ ⎥− −  −  
⎢ ⎥⎣ ⎦
⎡ ⎤
⎢ ⎥ − − −
⎢ ⎥⎣ ⎦

�

�

¢ ¢¢
 (1.31)

where q
~

∈(q̂ ,q0), s(.) is the score function and ni(q
~
)
 
the element of 

Fisher’s Information Matrix. By definition s(q̂) = 0, so that:

( ) ( )
2

0 0
ˆ= + (1)pLR n i oθ θ θ−  (1.32)

The approximation:

( ) ( )
2

0 0
ˆ=LR W n iθ θ θ≈ −  (1.33)

is called the Wald test statistics. A further approximation of LR:

( )

2
0

0

( )
=

l
LR LM

ni
θ
θ

 
≈

¢
 (1.34)

is called the “Rao’s score test statistics” in statistics, but is better known in 
econometrics as the “Lagrange multiplier test”. The three test statistics LR, 
W and LM are asymptotically equivalent and asymptotically distributed 
as a c2 with the number of degrees of freedom equal to the number of 
parameters to be estimated. With respect to the other two tests, the 
LM test has the advantage that it can be computed without previ-
ously obtaining the Maximum Likelihood estimation of the unknown 
parameters and that it does not require the specification of any explicit 
alternative hypothesis.
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For a vector of parameters Equation (1.34) becomes:

1
0 0= ( ) ( ) ( )TLM s I sθ θ θ−  (1.35)

which is the general expression of the Lagrange Multiplier test that will 
be used later in this book. In the case of the linear regression, a simple 
way of testing hypotheses on the parameters is to define:

( ) ( )θ σ⎡ ⎤
⎢ ⎥⎣ ⎦

2
1 +1 0 1 0 0( ) = ,k ks s s ,eb  (1.36)

and 

( )2
+1 +1 0 +1 +1 0 0,( ) = ,k k k kI Iθ σ eb  (1.37)

and substituting (1.14) and (1.17) into (1.36) and (1.37) and both 
into (1.35), we obtain the LM test for hypotheses on the regression 
parameters.

Finally, a crucial hypothesis to be tested on the model is the hypoth-
esis of the normality of the residuals on which all the previous testing 
strategies are grounded. A popular parametric procedure was introduced 
by Jarque and Bera (1987) who suggested building up a test of normality 
by testing jointly that the third and the fourth moments of the empiri-
cal distribution of residuals are not significantly different from those 
of the Gaussian distribution. The formal expression of the test is the 
following:

( )2
2 3

= +
6 4

Kn
JB SK

⎡ ⎤−⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

with 
( )

( )

3
=1

3
22

=1

1
=

1

n
ii

n
ii

e enSK

e en

−

⎡ ⎤−⎢ ⎥⎣ ⎦

∑

∑
 the skewness and, respectively, 

( )

( )

4
=1

22
=1

1
=

1

n
ii

n
ii

e enK
e en

−

⎡ ⎤−⎢ ⎥⎣ ⎦

∑
∑

 the kurtosis of the residuals. Under the null of 

normality, this quantity can be shown to be distributed as a c2 with 2 
degrees of freedom.
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Example 1.1 Barro and Sala-i-Martin model of regional 
convergence

The Barro and Sala-i-Martin (1995) model of regional convergence expresses the 
growth rate of per capita GDP in one region in a certain moment of time (expressed 
as the logarithm of the ratio) as a linear function of the per capita GDP at the 
beginning of the period. If the slope in this linear model is negative, then those 
regions that are poorer at the beginning of the period experience higher growth 
rates and, conversely, those regions with the higher per capita GDP at the begin-
ning of the period experience lower growth rates. This indicates convergence of the 
regions towards the same level of per capita GDP. We can express the model as: 

0
0

log = + +it
i i

i

y
y

y
a b e    t = 1, 2,... , T

yit = being the per capita GDP in year t and region i. The parameter
ln(1 )

=b
T
+

−
b

 represents the so-called “speed of convergence”. The  following

table shows the per capita GDP in year 2000 and the growth of the real per 
capita GDP in the period 2000–08 as it was observed in the 20 Italian regions.

Region Per 
capita 
GDP

Growth 
of GDP 
(2000–2008)

Region Per 
capita 
GDP

Growth 
of GDP 
(2000–2008)

 1. Piedmont 130 2.7 11. Marche 125 3.1
 2. Aosta Valley 150 2.5 12. Latium 130 2.9
 3. Lombardy 140 2.7 13. Abruzzo 100 4.0
 4.  Trentino- 

Alto Adige.
170 0.5 14. Molise

15. Campania
16. Puglia
17. Basilicata
18. Calabria
19. Sicily
20. Sardinia

90
110
95
80

100
100
110

3.5
2.1
3.0
4.2
3.0
2.0
2.4

 5. Veneto 160 1.5
 6.  Friuli Venezia 

Giulia
160 0.5

 7. Liguria 135 2.0
 8.  Emilia 

Romagna
145 1.6

 9. Tuscany 135 2.2
10. Umbria 130 3.2

Source: http://sitis.istat.it/sitis/html/. 

The estimation of the model using the OLS method leads to the following results

Parameter Standard Error t-test p-value

Intercept 6.161369 0.731837 8.419 1.18e – 07***
Slope – 0.029510 0.005752 – 5.130 7.01e – 05***

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1. 


