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            Chapters in this handbook review an array of concerted efforts to extend the reach of empirical methods and theoretical models so that they accommodate the complexities of literary reading. The term “reading,” however, is becoming an anachronism. While the mandate of the International Society for the Empirical Study of Literature (Internationale Gesellschaft für Empirische Literaturwissenschaft; IGEL) is to facilitate the application of scientific methods in studies of the structure and function of literature, literature is broadly defined as all cultural artefacts that embody literary devices (e. g., stylistic variations). Thus, the target domain includes not only novels, short stories, and poetry, but also theatre, film, television, and some digital media. The diversity of what is considered literary in this sense is evident in chapters that focus on entertainment media (e. g., film; Oliver et al., this volume; Khoo, this volume). Recent extensions to digital media are also apparent (e. g., Kuijpers et al., this volume; Herrmann et al., this volume). (Theater and opera are, for some reason, not represented at all.)
 
            More challenging, perhaps, than extending empirical methods to diverse cultural media is the IGEL mandate to examine the aspects of cultural (literary) media that have an aesthetic function. Especially resistant to empirical study are the relations among narrative genre, stylistic variations, and figurative language. The stance that pervades contemporary research is a version of pluralism, which allows that genre, style, and figuration potentially serve more than one function (e. g., Jakobson, 1960), although whether those functions are inherently integrated (Halliday, 1973) or separately operative is controversial (Hakemulder et al., this volume; Kuiken & Sopčák, this volume). Within these controversies, neo-formalist theoretical developments involve extensions and reformulations of earlier formalist positions (e. g., Shklovsky, 1917/2017; Jakobson, 1960).
 
            Equally challenging is articulation of the aesthetic effects of this range of literary artifacts. Increasingly, the multi-dimensionality of aesthetic effects is being addressed in multi-variate studies (Schindler et al., 2017) – often supported by powerful computational methods (Jacobs, 2018). There is increasing use of psychometric methods that systematically address the complexities of construct validation, including not only conventional scaling procedures (e. g., exploratory factor analysis) but also confirmatory factor analysis (including bi-factor modeling), structural equation modeling, and the non-linear potential of neural network models. These methodological advances are unevenly represented in the IGEL community, but that has begun to change (see Herrmann et al., this volume; Kuijpers et al., this volume; Lüdtke et al., this volume).
 
            There is widespread agreement that progress in construct validation requires multimethod cross-validation (Jacobs, 2016). On the one hand, an increasing range of studies combines measures that are “close” to aspects of reading experience (e. g., self-report measures) with theoretically relevant behavioral or physiological measures (e. g., eye movements, Lüdtke et al., this volume; neuroimaging (fMRI), Mak & Willems, this volume). These multimethod studies often address convergence between a selected theoretical construct (e. g., feeling “moved”) and other separate but theoretically relevant constructs (e. g., piloerection). These studies less often address convergence between two or more measures of the same theoretical construct (e. g., two or more measures of “absorption”) within a single sample of readers and texts (see Kuijpers et al., this volume). Empirical articulation of individual constructs, then, requires multimethod approaches that address the validity of selected theoretical constructs (Slaney, 2017).
 
            A corollary component of construct validation is the requirement of not only convergent validity (e. g., theoretically predicted correlations between eye-movements and self-reported attention) but also discriminant validity (e. g., minimal correlations between reported reading pleasure and socially desirable responding; Kuiken, 2016). Although discriminant validity may not receive as much attention, such neglect has a cost: theoretically discriminating correlations potentially highlight alternative – and perhaps competing – theories. Throughout this volume, systematic comparison of the empirical implications of alternative theories of literary reading is quite rare. Investigators seem reluctant to articulate competing theoretical models to a level that enables contrasting predictions, although there are smoldering embers within these pages (e. g., Bruhn, this volume).
 
            Rather than focusing on clearly articulated theoretical comparisons (e. g., Mak & Willems, this volume), research within this community continues to be theoretically expansive. Expansion includes extension of familiar theoretical models to novel domains (e. g., educational settings; Hakemulder et al.); the extension of empirical efforts within under-represented research areas (e. g., child development; Kucirkova & Kümmerling-Meibauer, this volume); and broadening the range of applicable empirical methods, including both quantitative methods (e. g., eye movements, Lüdtke et al., this volume; computational text analyses, Herrmann et al., this volume) and qualitative methods (e. g., micro-phenomenological interviews, Billington et al., this volume; poetic autoethnography, Hanauer, this volume).
 
            Fruitful continuation of this expansive trend requires further integration of models and methods that derive from such different fields as literary studies, phenomenology, cognitive psychology, and cognitive neuroscience. There is still no theoretical model with sufficient breadth and precision to predict, for example, how specific experiential constructs are related to specific behavioral or physiological measures. Promising movement toward the use of behavioral measures (especially as outcomes of literary engagement) is evident in studies of literary reading and attitude change (Appel et al., this volume), entertainment choices and health-promoting behavior (Khoo, this volume), narrative engagement and objective indicators of empathy (Black et al., this volume), and identification and diminished counter-arguing (Tukachinsky, this volume). However, increased efforts must be dedicated to the development of quantitative models that accurately predict both direct experiential and indirect neuronal and behavioral measures by using, for example, advanced computational methods like sentiment analysis (Jacobs et al., 2020).
 
            Perhaps less noticed within an increasingly diverse research domain is the continuing (but not simply incremental) clarification of the basic processes of literary engagement. Recent studies indicate increasing precision regarding the multileveled linguistic sources of the sonority and semantics of literary reading (Blohm et al., this volume); the interactive effects of task, text, and reader on distinctively literary interpretation (McCarthy et al., this volume); and the meanings that emerge from poetic metaphors (Glicksohn & Goodblatt, this volume). These contributions may not seem startling – unless read closely and in relation to rich scholarly and research traditions that derive from linguistics, cognitive science, and literary theory.
 
            To facilitate development in this research domain, it will be important to develop publically available databases that provide both ecologically valid literary test materials and open-access reader response data. As is already the case in other scientific fields (cf. Hanauer et al., 2017), development of these resources would encourage series of studies in which literary texts are repeatedly examined – almost certainly with freshly developed empirical procedures. These databases would support the development of a collaborative community in which researchers interact with one another in common pursuit of jointly selected empirical problems. Moreover, these shared empirical problems would potentially support interaction at professional meetings and between both students and faculty from different institutions.
 
            Chapters within this volume – some of which already testify not only to transdisciplinary integration but also to community collaboration – are organized in a manner that invites exploration of intellectual “kinship.” Readers are encouraged to begin by reading a chapter in which the focal research topic is near the core of their intellectual life in this area – but then to go on by reading the chapter that precedes it and the chapter that follows. As you get acquainted – and branch out across chapters of interest, you may be in an even better position to appreciate the rich history of empirical studies of literature (Salgaro, this volume) – and perhaps to locate yourself within this still unfolding research community.
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              Abstract
 
              The sound of language comprises all articulatory, acoustic, and perceptual aspects of speech, including the phonological and phonetic recoding of orthographic symbols. The sound of casual speech is widely considered a mere vehicle of meaning; in literary genres, however, such as proverbs, poetry, or even the novel, the sound shape of language serves an aesthetic function and constitutes an integral component of the literary work of art, resulting in a pronounced “palpability” of form (Jakobson, 1960). This chapter selectively reviews the growing body of empirical research that is concerned with sound-related aspects of literary texts; particular attention is paid to prevalent concepts, theories, and methods, concluding with suggestions and recommendations for future investigation.
 
            
 
             
               
                
                  Introduction
 
                  A large body of research on literature, especially in literary studies, focuses nearly exclusively on questions of explicit and implicit meaning. However, this focus disregards the sound shape of literary texts, which, while serving as a vehicle of meaning, often involves a distinct aesthetic function. The sound shape may highlight the text's form and create a variety of effects, ranging from mere euphony to the enhancing or impeding of cognitive processes. In some genres, like poetry, such sound effects occur across the board, whereas they tend to be more subtle and less regular in prose genres. This chapter provides some background information about linguistic sound structure and phonological systems before we selectively review empirical investigations into sound-related aspects of literary texts, identify dominant approaches and underlying assumptions, and describe key theoretical positions, pivotal methods, and major findings. It concludes with suggestions for future research into the sound shape and sound effects of literary texts, providing concrete recommendations for research design and identifying evidential gaps.
 
                 
                
                  The Sound of Language
 
                  The “sound of language” refers – in its narrowest sense – to acoustic signals shaped to encode information according to linguistic semiotic systems shared by sender and receiver. Linguistic theory distinguishes the actual acoustic speech signal from the sound conceptions stored in the minds of speakers, hearers, and readers. This crucial conceptual distinction gives rise to two subdisciplines concerned with speech sounds: Phonetics investigates the production, structure, transmission, and perception of speech signals; phonology studies the systems of abstract knowledge acquired by competent speakers and hearers, including inventories of basic categories and combinatorial rules and principles (Hayes, 2009, p. 19). During perception, continuous acoustic information is mapped onto discrete phonological categories, so that many stylistic effects of sound structures in literature depend on the phonological system of the language at hand. However, since sound sequences carry lexical meaning, stylistic effects of sound structures may also be indirect and mediated by the activation of lexical-conceptual knowledge, both denotational and connotational, in the mind of the reader/listener.
 
                 
                
                  Sound Structure and Phonological Systems
 
                  A simple way to think of the structure of speech is as a series of distinct sounds. Although this conception is clearly inaccurate from the viewpoint of phonetics, it is a fair approximation of what we do when we speak or comprehend, which is to assemble complex sound structures from smaller, more basic, and abstract building blocks, or to segment continuous speech streams into such discrete smaller units and components (see Figure 1).
 
                  Phonemes are the elementary speech sounds that any given language uses to distinguish lexical meaning, as in hit – pit. All languages have both vowels and consonants, but the inventories of these phoneme classes may differ dramatically across languages, ranging from 6 to 122 consonants and from 2 to 14 basic vowels (Maddieson, 2013a, 2013c). Although usually considered basic units of speech, phonemes can be described as bundles of distinctive features that reflect articulatory gestures and states, and that are more or less transparently related to modulations of the speech signal. Shared distinctive features define classes of speech sounds; and phonological rules apply to such classes, or feature bundles, rather than to distinct phonemes. The descriptive level of distinctive features and their phonetic correlates is relevant and necessary for the adequate formal description of literary phenomena such as assonance and imperfect rhyme. Some radically economic theories of spoken word recognition (e. g., Lahiri & Reetz, 2002) maintain that distinctive features are sufficient to distinguish and activate lexical meaning and that the phoneme level can be dispensed with altogether.
 
                  Syllables are complex structures that arise from the combination of phonemes; they are consciously perceived as speech units and as building blocks of words. The internal structure of syllables is usually seen as tripartite, consisting of an optional consonantal onset, a usually vocalic nucleus, and (optional) postvocalic consonants in the coda constituent; the complex formed by the nucleus and coda is referred to as rime or rhyme. Although languages differ in terms of the phoneme combinations they permit in these syllabic constituents (Maddieson, 2013b), many cross-linguistic (and language-specific) generalizations about the internal structure of syllables can be captured by the so-called sonority principle – the tendency to combine speech sounds in such a way that, roughly, overall acoustic energy and perceptual prominence is greatest at the syllable nucleus (its most sonorous constituent) and decreases towards the edges. On this view, a syllable corresponds to a stretch of a speech stream spanning from one local sonority minimum to the next. In many languages, syllable sequences exhibit prominence contrasts, e. g., levels of syllable stress as in English, or tone as in Mandarin Chinese. Syllable prominence and phoneme inventories constitute the basis of tradition-specific sound patterning rules.
 
                  Syllables constitute the elementary units of prosody, which refers to structural phenomena above and beyond single speech sounds or phonemes, such as stress, accent, and rhythm, tone and intonation, etc. (see Cutler et al., 1997; Nespor & Vogel, 1986). The sound structure above the syllable is captured in the prosodic hierarchy (Nespor & Vogel, 1986), wherein larger units dominate and constrain smaller units. Not all languages exhibit all levels of prosodic structure, i. e., descriptively, some prosodic systems are flatter than others. Syllables constitute the lowest level of this hierarchy, receiving syllable weight (either weak=w or strong=s). Depending on the language, strong syllables have, e. g., either a long vowel nucleus or a coda and can bear stress. The patterning of strong and weak syllables defines a prosodic foot, with possible binary sequences of strong-weak (trochee) and weak-strong (iamb). Feet are dominated by the level of prosodic words, whose edges may be marked by boundary elements such as lengthening or pauses; prosodic words provide an important interface between prosody and syntax. Individual prosodic words are subsumed in phonological phrases, which also align with syntactic structure. Phonological phrases then define intonational phrases, themselves dominated by the utterance level. Figure 1 depicts the phonological hierarchy from the subsegmental feature level up to the utterance level.
 
                  
                    [image: ]
                      Figure 1: The hierarchical sound structure of language, combining the prosodic hierarchy (Nespor & Vogel, 1986) with assumptions from feature theory (Lahiri & Reetz, 2002).

                   
                 
                
                  The Sound of Written Text
 
                  Writing systems differ with respect to the “unit of linguistic structure that is represented most directly” (Comrie, 2013), i. e., the phoneme, the syllable, or the word – and thus in the amount of sound-related information they convey. Any information that is not conveyed explicitly has to be supplied by the reader, which creates instructional gaps and interpretive freedom. For instance, written Chinese texts convey pitch information via lexical units, whereas the pitch contour of English texts is underspecified and supplied by the reader.
 
                  Orthographic symbols (written words) are tightly connected with their corresponding phonological representations in the minds of experienced readers, regardless of whether or how well the writing system represents sound. Thus, reading a word automatically activates its abstract sound representation, which is referred to as phonological recoding and comprises both phonemic and syllabic representations (see, e. g., Braun et al., 2009; Conrad et al., 2009; McCutchen & Perfetti, 1982; Ziegler et al., 2000). But what readers experience as an “inner voice” (Huey, 1908) during silent reading is the phonetic recoding of written text. This sub-vocalization comprises not only individual speech sounds and syllables but, like overt articulation, also sentence intonation, phrasing, stress, and rhythm, partly guided by punctuation (Chafe, 1988; Steinhauer & Friederici, 2001; Stolterfoht et al., 2007). In line with Fodor's (1998, 2002) implicit prosody hypothesis, these rhythmic and melodic aspects may affect how readers perceive a text, co-determining gaze positions (Ashby & Clifton, 2005), as well as phonological and syntactic parsing (Bader, 1998; Kadota, 1987; Kentner & Vasishth, 2016; see the reviews in Breen, 2014, 2015). Crucially, the stream of inner speech is the actual realization of the sound shape of the written literary work of art; and it is usually these realizations that we study when we investigate sound effects of written literary texts.
 
                  Although phonological and prosodic recoding generally occur during silent reading, they may be of particular importance when reading poetry (cf. Schrott & Jacobs, 2011), as this literary genre usually displays the greatest degree of phonological constraint. Highlighting the importance of genre-specific processing strategies, De Beaugrande (1978, p. 24) argued that poetry readers “have as part of the text-type frame the instructions to attend to sound recurrences in the assumption that these are not random.” Hence, poetry-appropriate reading strategies may lead to an increase in the quantity and quality of phonological and prosodic recoding during poetry reading (cf. Kraxenberger, 2017). However, rather than being the result of genre-appropriate a priori adjustments, as argued by De Beaugrande, both increased attention to sound and deeper phonological recoding can be triggered by the sound recurrences themselves or by other sound features of poetry (Blohm et al., 2017; Blohm et al., in press). In their recent eye tracking study of Shakespeare's sonnets, for instance, Xue et al. (2019) have argued that more intensive phonological recoding during poetry reading may be related to sonority, which not only plays a role in silent reading (Maïonchi-Pino et al., 2008; Berent, 2013) but also influences the subjective beauty of words (Jacobs, 2017).
 
                 
                
                  Sound Shape and Sound Effects of Literary Texts
 
                  Research into the sound shape and sound effects of literary texts falls into two major categories. First, there is continuing interest in how sound conveys non-denotational meaning, particularly in the phenomenon of sound iconicity. The second major research tradition examines non-semantic aspects of literary texts and literary comprehension – and focuses on how systematic and sporadic recurrences of sounds and sound sequences affect the sound shape and the reception of literary texts.
 
                 
                
                  Sound Iconicity
 
                  The term sound iconicity – also referred to as phonological iconicity, sound symbolism (Hinton et al., 1994), phonetic symbolism (Sapir, 1929), or hypo-iconicity (Nöth, 2000) – is commonly understood as “an inmost, natural similarity association between sound and meaning” (Jakobson & Waugh, 1979/2002, p. 182). Whether there is indeed an inherent, natural association between a concept and its name, or whether this relation is purely conventional, is an ancient question (see Plato's Cratylus). De Saussure is arguably the most prominent proponent of the conventionalist position; his claim (1916/1983) that the relation between the signifier and the signified is arbitrary has – not least because of the striking variation in the phonological and lexical systems of the world's languages – been the dominant view in the language sciences in the past century.
 
                  With respect to an inherent semantics of isolated speech sounds, strict conventionalism further maintains that “the sounds of a language are intrinsically meaningless” and that “their only purpose is to form the building blocks of which words are made” (Hayes, 2009, p. 19). The naturalist position has been convincingly argued by Sapir (1929), who – acknowledging a high degree of apparent arbitrariness in sound-meaning mappings – demonstrated that some associations of concepts and sounds are more natural than others and that people intuitively agree on such associations. More recently, non-arbitrary sound-meaning relations have received increased attention in the language sciences (e. g., Aryani et al., 2019; Dingemanse et al., 2015; Perniss et al., 2010; Schmidtke et al., 2014), and the emerging picture is that the development of lexical and grammatical forms is driven by several competing motivations, particularly practicality and ease of articulation, but also iconicity and intuitive comprehensibility.
 
                  Sound-iconic relations usually link portions of conceptual space to phonetic and phonological features, as well as to the phonemes and phoneme classes they define. For instance, studies in several languages have examined the potential link between vowel quality and the perception of brightness/darkness. Fechner's (1876, p. 318, our translation) claim that “a, e, i appear as brighter and o, u as darker” has received cross-linguistic support (Moos et al., 2014; Tsur, 1992, 1997; Wrembel, 2009; but see Kraxenberger & Menninghaus, 2016b). Furthermore, there is evidence indicating that some acoustic and phonological features iconically express the size of denoted objects (Huang et al., 1969; Sapir, 1929; Thompson & Estes, 2011) and their (e. g., angular vs. round) shape (Köhler, 1929; Ramachandran & Hubbard, 2001; Westbury, 2005). Of course, these sound-symbolic biases of language may be more fully developed and more extensively exploited in carefully constructed literary texts.
 
                  Poetry, being firmly rooted in oral traditions, is the literary genre in which such sound-iconic relations have been studied most extensively (Fónagy, 1961; Jakobson & Waugh, 1979/2002; Jespersen, 1933; Tsur, 1992), following the notion that its sound “must seem an echo to the sense” (Pope, 1711/2010). In modern literary theory, the school of (Russian) structuralism was the first to highlight the phonological and phonetic aspects of literary texts, especially of poetry, which was claimed to be “a province where the internal nexus between sound and meaning changes from latent into patent and manifests itself most palpably and intensely” (Jakobson, 1960, p. 373). Interestingly, phono-semantic iconicity in verse appears not to be restricted to individual sound-iconic words; rather, the meaning of one word may also be sound-iconically reflected in the phonetic properties of adjacent words in the same line (Auracher et al., 2019).
 
                  The relation between the sound of a poem and its emotional meaning has been frequently highlighted in theoretical reflections as well as empirical studies (e. g., Jakobson & Waugh, 1979/2002; Tsur, 1992). Indeed, most empirical studies on (phonological) iconicity in poetry have focused on readers' perceptions and assessments of a poem's key emotional tonality (e. g., Aryani, et al., 2016; Auracher et al., 2010; Kraxenberger & Menninghaus, 2016a, 2017; Kraxenberger, 2017; Whissell, 2002, 2011). Hevner (1937), for instance, examined the connotations of vowels (high front vowels vs. round back vowels) and basic rhythmic patterns in poetry (iambs and anapests), asking listeners to describe carefully constructed nonsense verse by choosing appropriate adjectives from a 64-item list. She observed that “meter is very effective in determining the happiness or sadness of the poetry, while vowel sounds are quite ineffectual in this capacity” (p. 431); iambs were perceived as being solemn, serious, earnest, sad, heavy, dignified, etc., whereas anapests were described as merry, humorous, playful, joyous, light, gay, etc. (for a further investigation of prosodic aspects of language in relation to emotion perception, see Kraxenberger et al., 2018).
 
                  The idea that phonemic contrasts systematically support and signal thematic contrasts (e. g., Tsur, 1997) has been pursued by Miall (2001), who compared phoneme distributions in selected texts, e. g., in passages of Milton's Paradise Lost featuring depictions of Hell or Eden. Contrary to the proposed mapping of vowel qualities onto the brightness/darkness dimension, he observed that passages about Hell contained considerably more front vowels than passages about Eden, which contained more medial back vowels than the Hell passages (Eden=dark, Hell=bright). Phonemic contrast has, further, been shown to effectively signal narrative shifts in a short story by Katherine Mansfield (Miall & Kuiken, 2002).
 
                  The hypothesis that nasal sounds (e. g., /m/, /n/) are naturally associated with negative affective states, whereas plosive sounds (e. g., /p/, /d/) are naturally associated with positive ones, constitutes an example of a manner-of-articulation-emotion association. This link seems to coincide with the descriptive observation that there are strikingly persistent associations between negation and nasal sounds in both Indo-European (/n/) and Sino-Tibetan (/m/) languages. It remains unclear, however, whether these are indeed natural, “pre-linguistic” sound-meaning associations, or rather acquired, language- and culture-specific links between certain sound properties and negative affective states. In any case, this association has been examined in more detail in literary texts: Plosives are more frequent in Old Egyptian hymns than in Old Egyptian lamentations and in Goethe's hymns than in his ballads; by contrast, nasals are more frequent in the ancient lamentations and in the Goethean ballads (Albers, 2008). Corroborating evidence stems from a study reporting that German, Russian, and Ukrainian (all Indo-European), as well as Chinese (Sino-Tibetan), native speakers perceive poems with a relatively high frequency of nasals as sad and poems with a high frequency of plosives as happy/joyful (Auracher et al., 2010). However, a more recent study could not replicate this finding for German poems (Kraxenberger & Menninghaus, 2016a). The authors suggest that the assumed poetry-specific sound-emotion nexus – if it exists – may in fact be driven by the acoustic features of emotional prosody during poetry reading rather than by the frequency of specific phoneme classes, based on the observation that emotional prosody is an important factor in both the recitation and the perception of German poems by both native speakers and non-native listeners who have no access to the semantic content of the poems. Semantic and thematic text aspects of poetry – if available to recipients – are nevertheless far better predictors of perceived emotions than emotional prosody (Kraxenberger et al., 2018).
 
                  A number of studies have investigated sound-iconic relations in prose texts (for an overview of diverse aspects of iconicity in spoken language, see Hinton et al., 1994). For example, Perlman et al. (2015) used a story reading task to investigate iconic prosody in terms of articulation rate and pitch. Results show different temporal patterns of iconic prosody between concrete and abstract dimensions of speed (e. g., a sluggish walk, a fast track to success) and size (e. g., a small grasshopper, a really big deal) as described in short stories. These findings corroborate previous findings showing that speakers spontaneously iconically modulate prosody to fit the meaning they are expressing, for instance when describing short video clips showing fast or slow-paced events (Perlman & Benitez, 2010; for evidence on markers of emotional prosody when reading sad or joyful poetry, see Kraxenberger et al., 2018).
 
                  Despite the existing research, a comprehensive picture of sound iconicity remains elusive, and results on the topic often contradict one another. A possible reason for this, apart from the broadness of this issue and the methodological diversity, might lie in the often insufficient scope of the underlying operational definitions of the sound component (cf. Aryani et al., 2016; Kraxenberger, 2017).
 
                 
                
                  Sound Recurrences and Phonological Parallelism
 
                  We distinguish the more general term sound recurrence, which denotes all kinds of phonemic and suprasegmental sound repetitions, from phonological parallelism, which occurs if identical phonological units (e. g., phonemes) appear in identical positions of higher order units of phonological structure (e. g., a syllable) or poetic structure (e. g., a line of verse). Higher order units usually contain contrasting elements in their other positions (Fabb, 1997; Frog & Tarkka, 2017; Jakobson, 1960, 1966). For instance, alliteration refers to the (re-)occurrence of identical consonants in onset positions of neighboring words or syllables; end rhyme refers to the (re-)occurrence of identical phoneme sequences in final metrical positions of (half-)lines of verse or other types of regulated speech. By contrast, the isolated (re-)occurrence of consonantal sounds in onset and coda positions of neighboring syllables counts as non-systematic sound recurrence. We further distinguish four broad aspects of literary comprehension that are affected by sound recurrences and phonological parallelism: the sound shape of the literary work of art, text processing, text evaluation, and text memory.
 
                  The sound shape of a literary text corresponds to the phonetic and phonological properties of an actual realization of the text's surface form, whether acoustically and explicitly during performance or oral reading, or internally during silent reading. Sound shapes of written literary texts are often empirically investigated by analyzing the acoustic properties of spoken renditions of literature, including the study of (a) material recorded independently of the study, such as recorded performances and audiobooks, and (b) material created and recorded expressly for the purpose of a study, often in different variations or including comparisons between lay and professional speakers. One approach frequently applied to written texts involves calculating text statistics by (a) counting certain phonemic and prosodic phenomena in a text based on the phonological information provided by a lexicon, grapheme-to-phoneme conversion tools, or other means of approximating actual speech and (b) calculating relations (ratios, intervals) between frequently occurring phenomena in order to derive patterns. While most such work has been done computationally in recent years, earlier research employed manual annotations, and some scholars of Classical languages and literatures continue to do so today.
 
                  Text processing comprises all cognitive mechanisms involved in converting acoustic or visual input into the linguistic or conceptual representations that enter the consciousness of the recipient. The effects of sound on processing are usually examined by measuring recipients' behavior or physiological responses during reading/listening; these so-called online methods – usually adopted from psychology and psycholinguistics – tap into the comprehension process as it happens. In the self-paced reading/listening paradigm (Just et al., 1982), for instance, experimenters split texts into smaller regions of interest and record processing times per region while participants navigate through the text at their own pace. Observed processing times are indicative of cognitive effort associated with the respective text section. Eye tracking refers to the monitoring of recipients' gaze position and/or pupil dilation while they process a visual or auditory stimulus. Allowing for more natural reading and providing a better signal-to-noise ratio than self-paced reading, eye tracking not only yields total processing times but also allows for the computation of further dependent variables indicative of cognitive processing, e. g., the duration of the first fixation on a particular word, or the length, frequency, start, and landing sites of regressive eye movements (see Rayner, 1998). Electroencephalography (EEG) refers to the noninvasive recording of stimulus-related electrical brain activity via electrodes placed on the surface of the scalp; this technique has a high temporal resolution (~1 msec), which allows one to study the time-course of cognitive processes. EEG yields multidimensional (temporal, spatial, voltage, oscillatory activity) data that can be interpreted qualitatively, i. e., certain components in the EEG signal can – on the basis of previous research – be associated with specific cognitive processes, such as the phonological recoding of orthographic symbols. Differences in such signal components are interpreted as evidence for the presence and/or depth of the respective cognitive processes (Luck, 2014).
 
                  Evaluation taps into recipients' experience and comprises their conscious judgment about (aspects of) the text; note that recipients are usually aware of the judgment itself but often unconscious of the processes and factors that bring it about. The effects of sound on recipients' text evaluation are usually assessed by means of self-report and intuitive judgments. These techniques differ primarily in terms of (a) the conceptual dimensions they aim to assess, (b) the kinds of stimuli they use, and (c) the format of recipients' response. For instance, the semantic differential technique (Osgood & Snider, 1969) taps into the connotative meaning of objects, words, concepts, and – in the empirical study of literature – text passages or entire texts. This technique requires recipients to rate literary stimuli on a number of bipolar conceptual dimensions (e. g., dark-bright, simple-complex); the overlap and divergence of these ratings reveal the connotative dimension and directionality associated with the contrast of interest, e. g., between groups of texts or readers.
 
                  Memory refers to the mental representation that recipients maintain of a text after they have processed it. In text comprehension, surface information is usually rapidly forgotten, whereas semantic and particularly conceptual information is retained over longer periods (Kintsch et al., 1990). The effects of sound on memory are usually examined by testing recipients' text representation after reading/listening. In recall tasks, recipients are prompted to reproduce (parts of) the text, whereas recognition tasks require participants to identify parts of the text and discriminate them from a set of alternatives; in both tasks, the accuracy of recipients' responses serves as the dependent variable of primary interest.
 
                  The combination of (a) multiple phonemic and prosodic parallelisms (meter, (b) rhyme, and (c) several local sound patterns renders lyrical poems more beautiful, moving, and melodious, and may increase – depending on the theme of the poem – either the sadness or joy that is conveyed (Menninghaus et al., 2017). In addition to these aesthetic and stylistic effects, multiple sound recurrences and parallelisms facilitate memorizing and recalling poetry and other genres of phonologically regulated speech (Rubin, 1995). Studying children's memory for poetry, Ballard (1913) observed a phenomenon called hypermnesia, i. e., that (verbatim) recall improves for a few days without re-reading the text, as evidenced by better performance upon repeated testing. However, it appears that hypermnesia also occurs for the semantic content of narrative prose if the intervals between tests are short enough (Wheeler & Roediger, 1992). More recently, Tillmann and Dowling (2007) have reported further evidence in support of the idea that the combination of multiple sound recurrences – analogous to harmonic recurrences in musical structures – facilitate the memorization and verbatim recall of poetry. They compared memory for (auditorily presented) poetry and prose in immediate and delayed (<1 minute) recognition and observed that memory for linguistic surface form decreased rapidly for prose but not for poetry. Rubin et al. (1997) collected corpora of children's counting-out rhymes in Romanian and English, comparing principles of composition and changes in wording that occur during oral transmission. They noted that counting-out rhymes are structurally very similar in both languages, their form being subject to multiple phonological and lexical constraints (alliteration, rhyme, word repetition, etc.). Verbatim recall was very high even for children who performed less well on standardized memory tasks such as list learning. The observed changes in the wording of counting-out rhymes revealed that lexical changes (e. g., rhyme word substitutions) usually preserved the constraints on phonological structure, suggesting that it is the schematic representation of the sound-based poetic structure that improves recall and that constrains variation in reproduction.
 
                  
                    Phonemic Parallelism
 
                    Phonemic parallelism refers to the systematic patterning of phonemes and syllabic constituents and comprises alliteration, assonance, consonance, and rhyme. It is governed by meter and verse constituency in many poetic systems (see Fabb, 1999; Žirmunskij, 1966), but during literary comprehension it is word constituency that matters most, i. e., the fact that a sound repetition involves, for example, the onsets of meaningful units.
 
                    The Musical Qualities of Phonemic Recurrence. The poetry-specific formulation of Birkhoff's (1933) aesthetic measure was an early attempt to quantify the musical qualities of regular and sporadic recurrence at the level of phonemes and syllabic constituents. Here, the aesthetic measure M reflects the ratio of order O and complexity C of an aesthetic stimulus (M = O/C). Applied to the musical qualities of verse, the complexity C corresponds to the number of phonemes and word boundaries incapable of liaison, whereas the order O corresponds to the number of “musical vowels” and harmonic recurrences of phonemes and syllabic constituents; recurrences are considered harmonic if they are not too excessive and repetitive. There is some empirical support for the validity of Birkhoff's proposal and for the predictive value of his own calculations. Davis (1936) had readers rank lines of verse according to their poetic quality, paying “attention only to the sound and structure of verse”; the obtained ranking showed a moderate correlation with Birkhoff's values. Davis also observed that other linguistic and non-linguistic measures of complexity – syllable count and line length in cm – work nearly as well as the phoneme count proposed by Birkhoff. Beebe-Center and Pratt (1937) reported three experiments in which participants, instructed “to judge on musical value disregarding meaning,” assessed lines of poetry they read and listened to. In one experiment, participants were presented with constructed lines of meaningless pseudoword verse. The observed preferences for actual verse showed considerable inter-individual variation, and they did not correlate with Birkhoff's measure – regardless of whether preferences were assessed by means of ratings (7-point scale) or two-alternative forced choices. By contrast, the preference pattern for meaningless pseudoword verse showed considerable inter-individual agreement and strongly correlated with Birkhoff's musicality measure.
 
                   
                  
                    Effects of Phonemic Parallelism
 
                    During comprehension, both alliteration and rhyme can prime cohorts of phonological neighbors in the mental lexicon, but it seems that phonological overlap in word onsets – as in alliteration – is a more potent prime than the word-offset overlap of rhyme (Marslen-Wilson & Zwitserlood, 1989). Combined with the descriptive generalization that systematic alliteration is local whereas systematic rhyme is distal (Fabb, 1999), this and related findings suggest that – depending on the experimental task and context – alliteration locally facilitates or disrupts word processing. How exactly this affects the processing of literary texts is unclear at present; similarly, little is known about the aesthetic and stylistic effects of alliteration, at least independent of other types of parallelism. What seems fairly well-established, however, is that alliteration is an effective mnemonic device. For instance, Lea et al. (2008) investigated memory effects of alliteration in a series of experiments in which participants orally and silently read excerpts of free verse (thus avoiding confounds of systematic rhyme and meter) or prose and performed a subsequent sentence recognition task. Alliteration increased recognition accuracy in silent and oral reading (showing that overt articulation was not a prerequisite for its mnemonic effect) and for poetry as well as prose (indicating that the memory effect was not a result of genre-appropriate processing strategies triggered by prior text categorization. Corroborating evidence was reported by Atchley and Hare (2013), who demonstrated that systematic alliteration enhances immediate and delayed memory for regulated verse. Their participants repeatedly read a set of verse lines aloud during a learning phase, and recognition tests were administered immediately afterwards and after a delay of twelve hours, which either contained a sleep period or not. Verbatim memory was less accurate after twelve hours, but the alliterative schema was largely retained, with the sleep group performing better during delayed recognition.
 
                    Alliteration constrains the occurrence of consonants in syllable onsets, but other consonantal patterns may be more complex and involve both onset and coda segments as well as other phonological variables. The traditional Welsh poetic form cynghanedd features complex consonantal and stress patterns involving several words within a line of verse, e. g., “A daeth i ben | deithio byd.” Vaughan-Evans and colleagues (2016) studied the processing and evaluation of this poetic form, combining EEG during sentence reading with intuitive judgments about how “good” the sentences sounded. They observed a distinctive brain response associated with attentional re-orientation in the cynghanedd, but not in control conditions that violated one or both of the constraints on stress and consonantal re-occurrence; readers' conscious judgments, by contrast, did not distinguish between sentences that conformed to the constraints of the form and those that did not.
 
                    Rhyme occurs if two words share the same sounds from their last prominent syllable onwards (see, e. g., Fabb, 1997); slight deviations from the strict identity constraint are conventionally licensed in many poetic traditions, and a few studies have examined the perception of such imperfect or slant rhymes (e. g., Knoop et al., 2019; Stausland Johnsen, 2011). The bulk of rhyme-related empirical research so far has examined end rhyme, i. e., the systematic use of rhyme to mark the closure of poetic structures such as (half-)lines of verse. This regular recurrence of identical vowel sounds makes rhyme both a rhythmic (Breen, 2018; Menninghaus et al., 2014) and a distinctly melodic element of verse, comparable to the return to the tonic in music (Lanz, 1926; Schramm, 1935a, 1935b). During text processing, systematic end rhyme allows one to predict upcoming input and facilitates word processing if the prediction is fulfilled (Menninghaus et al., 2014; Obermeier et al., 2016). Even during reading, the non-fulfillment of a prediction modulates brain responses as early as 150 ms after the onset of a non-rhyming word. Although the available ERP evidence on rhyme processing in poetry is not consistent, it appears to converge in the modulation of three distinct phases of word processing: (a) an early phase related to phonological processing proper (including phonological recoding during reading); (b) an intermediate phase related to lexical processing and the semantic integration of word meaning; and (c) a later phase related to the (semi-)conscious evaluation and the controlled resolution of processing conflicts that arise from earlier processing steps (Chinese: Chen et al., 2016; Dutch: Hoorn, 1996; German: Obermeier et al., 2016). Further physiological evidence for rhyme predictability is provided by a study demonstrating that the pupillary responses of listeners to limericks are sensitive to violated rhyme expectations, but not to violations of metrical requirements or of syntactic and semantic constraints (Scheepers et al., 2013). Carminati and colleagues (2006) used self-paced reading to examine how transitions in sub-genre (narrative vs. lyric poetry) and/or changes in rhyme scheme affect poetry reading; whereas readers slowed down after transitions between sub-genres, their reading times were unaffected by rhyme scheme changes. The aesthetic and stylistic effects of rhyme seem to be strongly genre- and context-dependent: Rhymed aphorisms appear more convincing and accurate (McGlone & Tofighbakhsh, 2000); rhymed proverbs more beautiful, succinct, and persuasive (Menninghaus et al., 2015); and rhymed lyrical poems more emotionally intense (Obermeier et al., 2013). Unconventional and imperfect rhymes may have a comical effect and render humorous verse funnier (Menninghaus et al., 2014).
 
                    The mnemonic effects of rhyme are well-known. In a series of experiments, Bower and Bolton (1969) used list learning and recall to study why rhymes are easy to memorize. They observed that rhyme words are recalled more accurately than non-rhymes, but that other phonemic parallelisms (assonance) have comparable effects if used systematically. Moreover, they found that rhyme – if overgeneralized – may also interfere with task performance. Taken together, their results suggest that the mnemonic effect of end rhyme depends on the restriction of the set of response alternatives, “practically converting recall into a recognition test” (Bower & Bolton, 1969, p. 453). A similar conclusion was reached by Rubin and Wallace (1989), who demonstrated that combined constraints (semantics and rhyme) provided far better cues to memory retrieval than would be expected from the combination of their individual cue strengths. Rubin et al. (1993) examined the emerging expertise for English ballads in literary novices who (repeatedly) heard and recalled several ballads over a period of five weeks. Repeated exposure to the same ballad increased verbatim recall, as did repeated exposure to the ballad structure. More importantly, as participants became familiar with the form and the typical ABCB rhyme scheme, they better recalled rhyme words than non-rhymes even after first exposure to a text, suggesting that they developed a schematic representation of the formal (and thematic) poetic structure of ballads and ballad stanzas, on which they relied during listening and recall as well as during an additional ballad composition task. Recall rates were conflated across the two rhyme words of the ABCB ballad stanza, leaving open the question as to whether both rhyme words were recalled more accurately. Blohm and colleagues (2021) combined self-paced reading with a probe recognition task to study how end rhyme in quatrains affects word processing and memory. They observed that recognition is more accurate for the second but not for the first word of a rhyme pair and that only recognition of the first word suffers interference from rhyming alternatives. In keeping with the idea of multiple constraints that incrementally accrue to restrict the set of possible continuations (Rubin, 1995), this suggests that the memory effect of rhyme is unidirectional.
 
                   
                  
                    Prosodic Parallelism and Musical Qualities
 
                    Prosodic parallelism refers to the systematic patterning of syllables and higher order prosodic units and comprises both rhythmic and melodic patterns. Rhythmic patterns are usually based on the relative prominence of prosodic units, e. g., duration and quantity or stress and accent. Note that poetic systems frequently neutralize prominence distinctions in the underlying phonological systems, for instance by reducing four-level systems of accent or tone to binary oppositions (Fabb, 1997).
 
                    The Rhythm of Prose. In the empirical study of literature, the concept of prose rhythm does not pertain simply to rhythmic structures preferred in particular languages, but rather aims to explore and measure author-, genre-, or time-specific rhythmical properties of literary language that are assumed to have been deliberately realized by an artful selection and combination of lexical elements. Strictly speaking, the vast majority of these rhythmic patterns are sporadic recurrences rather than systematic parallelisms (if one takes the entire text into account), but they may – in certain passages of rhythmic prose – approximate the strict rhythmicity of metered verse.
 
                    Depending on the language studied, the analysis of prose rhythm usually focuses on syllable prominence or syllable duration, that is, on patterns of and intervals between stressed and unstressed or long and short syllables, often depending on their position in larger entities. With regard to methodology, this means that most of the studies in question syllabify sentences or phrases to identify their quantitative or accentual patterns and to determine average lengths and length distributions of rhythmical units and intervals between these units. In addition, some studies include larger-scale linguistic phenomena, such as regular or partly regular patterns of word, phrase, sentence, paragraph, or even chapter length.
 
                    Empirical studies on prose rhythm usually resort to manual or computational corpus annotations based on the lexicon; studies focusing on or including the description of acoustic properties as realized by readers/speakers remain rare (but see, e. g., Esser, 1988). In terms of knowledge production, most of this research aims (a) to study the occurrence of rhythmical units in particular text positions, (b) to quantitatively distinguish where verse ends and prose begins, or (c) to identify lengths and patterns of rhythmical units, partly in combination with other textual variables.
 
                    Inspired by Cicero's (55BC/2001) programmatic claims that rhythmic units tend to occur in specific text positions, several studies have investigated rhythmical patterns in the so-called clausulae, sentence- and passage-final cadences in antique prose. In these studies, rhythmical patterns conforming to known antique metrical grids are the primary field of interest. The underlying method consists in quantifying the occurrence of metrical feet and strings of metrical feet in terminal cadence positions and assigning different levels of significance to the pauses following them (e. g., Aumont, 1996; Bornecque, 1907; de Groot, 1921; Primmer, 1968; Zielinski, 1904, 1914). In particular, Aili (1979) was able to show distinctive differences between authors using this method. While all of these studies share similar aims and methodology, in the context of Classical Studies the differences between them remain subject to much disagreement. In particular, they differ on the principles underlying the assignment of clausula length; primary, secondary, and sentence accents; and caesura prominence, as well as the relative significance of stress and syllable quantity in Latin, about which definitive historical evidence is lacking.
 
                    Remarkably, most research on antique prose rhythm has been conducted without the help of computers despite involving, in part, very large corpora (one of the largest being Zielinski's, who analyzed nearly 125,000 clausulae). However, one of the exceptions, a computational study by Knapp (2015) using the software Numerator, was able to largely replicate Primmer's (1968) and Aili's (1979) results regarding the occurrence, distribution, and combination of specific metrical feet.
 
                    Taking a similar approach, while analyzing a vast corpus by hand and extending the method to a modern language, Saintsbury (1912) attempted to identify metrical feet and their positions in English prose. He explored phenomena as diverse as Old and Middle English literatures, ornate and plain styles, nineteenth-century novelists, and lyrical prose. His calculations revealed a bias for quadrisyllabic feet (paeons, diiambs, ditrochees, etc.) in much English prose, especially in passage-final positions, as well as a trend for rhythmic groups that are marked by slight variations in length due to additional or omitted monosyllables, for polymetrical groups, and for various foot combinations. Overall, however, Saintsbury arrived at the conclusion that literary prose, while exploring rhythmic regularity, always stops “short…of admitting the recurrent combinations proper to metre” (p. 344). In a diachronic computational study comparing prose and verse, Borgeson and colleagues (2018) corroborate this result, showing that English prose was less metrical in periods when verse was particularly popular and more metrical when verse was less popular. In addition, they develop individual measures for the identification of accidental metrical feet, for positions where a text only partly matches a metrical grid, and for instances where different acoustic realizations of the same text parts are equally likely.
 
                    Studies focusing on metrical similarities and differences between prose and poetry have a considerable tradition in Russia (see, e. g., Yarkho, 1925; Shengeli, 1921). Yarkho (1925), whose work greatly promoted text statistics, claimed that verse and prose are not distinguished by categorical differences, but represent gradations on a scale, with verse defined as language use in which the same type of interval between rhythmical units occurs in no more than 50% of the cases. In addition, Yarkho (1969) assumed that the distribution of rhythmical units in non-literary language should conform to a Gaussian distribution and that literary language, by virtue of being art and thus a deviation from the norm, should be recognizable by not fitting into this distribution. However, this claim could not be substantiated empirically (Grzybek, 2013). A recent computational study by Anttila and Heuser (2015) used the software Prosodic (Heuser, 2011) to examine differences between prose and verse in both English and Finnish. These differences include the choice and linearization of words that strategically weaken or support particular metrical positions, as well as a genre-specific propensity for stress clashes (in verse) vs. lapses (in prose).
 
                    A different approach relies on exploratively assigning stress to individual syllables to determine the average length of, intervals between, and patterns resulting from, rhythmical units in literary prose (Kagarov, 1928; Lipsky, 1907). This method was made popular by Marbe (1904), who, assuming a binary system of stressed and unstressed syllables, calculated average intervals between stressed syllables and mean variation in a corpus of text extracts by Goethe and Heine. Alhough interindividual differences between coders turned out to be relatively high, an analysis by Kagarov (1928) for a Russian corpus arrived at similar results. More recent studies that have partly used manual annotation and partly relied on computational methods, have been able to refine those early distributional principles by annotating whole texts instead of merely extracts, and have proposed different models for different languages (e. g., Best, 2002; Kaßel, 2002; Knaus, 2008). Also drawing on Marbe's results (1904), a number of studies have explored interactions between the distribution of rhythmical units and word length, genre, and affective content (e. g., Unser, 1906; Kullmann, 1909; Gropp, 1915).
 
                    Building on Karagov's (1928) results and drawing on probability theory, Tomashevsky (1929) systematically analyzed the frequencies with which certain intervals between rhythmical units occurred and used them to formulate predictions for general, theoretically expectable interval frequencies. Shengeli (1921) manually analyzed the accent structures in ten Russian prose passages of 5,000 words each from the nineteenth and twentieth centuries, extracting word length frequencies and distributions of accent positions in relation to word length.
 
                    Aiming to differentiate between the stress or quantity distributions of the lexicon and the acoustic prose rhythm actually realized by readers, whether they read silently or aloud, Esser (1988) evaluated reading performances and found significant differences between readers based on their levels of experience and proficiency. In addition, rhythm performance has been shown to be marked by the complexity of interactions between syllable rhythm and accent rhythm, the knowledge and foresight a reader needs to recognize and represent thematic focus, as well as the level of text interpretation through performance (Esser, 2011).
 
                    Meter and Verse Rhythm. Like phonemic parallelism, the prosodic regularity imposed by meter affects the sound shape of literary texts, text processing, text evaluation, and text memory. Research into the sound shape of metered and non-metered texts has a long-standing tradition in the empirical study of verbal art (Metcalf [1938] reviews a number of early studies of literary form). Readers tend to emphasize the rhythm of verse by various acoustic means, many of which are captured in the “formula for poetic intonation” proposed by Byers (1979); see also Barney (1999). Poetic intonation involves reduced speech rates, which reflect the systematic lengthening of speech units in the service of metrical requirements (e. g., Swedish: Fant et al., 1991; German: Wagner, 2012) as well as the number and duration of silent speech pauses (e. g., Kowal et al., 1975). Recent investigations of the acoustic correlates of the metrical hierarchy and the rhyme scheme in Dr. Seuss's The Cat in the Hat (Breen, 2018; Fitzroy & Breen, 2019) have shown that readers modulate syllable durations, intensity, and intersyllable intervals to realize different levels of the metrical hierarchy.
 
                    Research into processing effects of meter has relied on various techniques to measure processing effort. Menninghaus and colleagues (2014) used self-paced reading to examine how meter affects global reading fluency; their participants read original and modified couplets of humorous German verse that fully crossed meter and rhyme. Readers slowed down if the implicit rhythm did not conform to the regularity of the metrical scheme, and they rated these couplets lower in rhythmicity, providing strong evidence that meter increases global reading fluency and the perception of rhythmical qualities. Breen and Clifton (2011) used eye tracking to examine prosodic expectations while their participants silently read limericks containing rhyme words that were either consistent with metrical requirements or not. They observed that readers systematically slowed down at metrically inconsistent rhyme words, providing strong evidence for concrete metrical expectations during silent reading (for a review of the role of implicit prosody in sentence processing, see Breen, 2015). Recording EEG while recipients listened to original and modified quatrains of German lyrical poetry, Obermeier et al. (2016) found that only the combination of continuous meter and systematic rhyme decreased amplitudes of ERP components related to predictive lexical-semantic processing, whereas meter and rhyme individually had no such effect, indicating that meter was a prerequisite for the facilitative effect of rhyme on word processing. van Peer (1990) used a recognition task and semantic differentials to examine the effects of meter on memory and aesthetic evaluation, presenting readers with original and modified stanzas of Dutch poetry. He found that meter enhanced memory for verse and increased its perceived “smoothness.” Taken together, these results are in line with the view that meter, typically seen as a global property of a poem, generally increases reading fluency and plays a crucial role in supporting the stylistic effects of systematic end rhyme by providing the prosodic grid necessary to predict the position (i. e., the “when”) of this phonemic parallelism. While the impression of smoothness appears to reflect processing fluency – most likely a result of enhancing the reliability of predictive prosodic cues – other stylistic effects of meter appear to be more context-dependent, such as the observation that meter may render humorous verse funnier (Menninghaus et al., 2014).
 
                    Speech Melody. The term speech melody describes arranged sequences and contours of audible speech tones (Hart et al., 1990; Patel et al., 2006; Sievers, 1912) and implies strong affinities between perceived qualities of music and (poetic) language. To date, most elaborate melody definitions originate in the fields of music theory and music cognition; as they relate predominantly to differences between musical traditions, they are less applicable to melody in speech. Rousseau (1768) more broadly defines melody as an arranged succession of sounds in time that follows the laws of rhythm and modulation and thus creates a sensation pleasant to the ear.
 
                    As perceived, incremental distributions of tone heights and tone durations are sufficient for melodic impressions; but they are by no means the only melody-defining features. However, they are the ones shared by music and speech and will, therefore, be highlighted here. Studies in music cognition suggest that melodic percepts are mainly shaped by tone contours and tone intervals. By contrast, speech is not marked by fixed tone heights and intervals of musical melodies, but by approximate pitches (Sievers, 1912, p. 57). In addition, the discrete character of tones with regard to their pitch and duration in musical melodies, is opposed to the continuous changes of tone in speech over phrases and sentences.
 
                    If considered in relation to syllables, speech tones are also rather variable in terms of duration. Furthermore, speech melodies do not seem to have tonal centers (Krumhansl, 1990), although the median pitch of speakers (depending on age and gender) may be seen as an approximation to such tonal stability. Finally, the range of intervals in musical melodies is larger than the range of intervals in speech. This holds true even when comparing a singing voice (with a range of two octaves) with a speaking voice (with a range of one octave; see Fant, 1956). With regard to poetic language, Lanz (1926) highlights rhyme as the melodically most relevant feature, conceptualizing its occurrence as the return to the tonic in language.
 
                    Methodologically, the basis for prosodic analyses of speech, including analyses of speech melody, is the digitized speech signal, represented as amplitudes over time. Speech intonation analyses require the extraction of the pitch track, i. e., the varying fundamental frequency based on vocal fold oscillation during vowels and sonorous consonants. This pitch track is based on the repetition rate of the vocal folds and is estimated by autocorrelation analyses (de Cheveigné & Kawahara, 2002; Paliwal & Rao, 1981). The lines in the pitch track illustrate the continuous changes in speech intonation (speech melody). In linguistics, pitch tracks are the basis of prosodic analyses, involving a notational system that allows the characterization of different tone types in relation to phonological and syntactic phrases (e. g., Pierrehumbert, 1980).
 
                    Studies of music and speech cognition suggest that speech melody can also be modelled more discretely by taking mean pitch values per syllable together with (absolute) syllable durations (e. g., Patel et al., 2006). When this is done, speech intonation can be expressed in musical notation systems. The advantage of these representations is that the discrete notes can then undergo statistical analyses commonly applied for studying the (more abstract) Gestalt of melodies (see, e. g., Müllensiefen & Frieler, 2007). Musical approaches to speech melodies have a long history (Steele, 1775) and are still relevant to describing commonalities of speech and music (Chow & Brown, 2018), potentially linking to evolutionary perspectives (Fenk-Oczlon, 2017).
 
                    Two early studies by Schramm (1935a, 1935b) corroborate Lanz's (1926) hypothesis that rhyme is the primary melodically relevant element in poetic language by providing empirical evidence for recurrent syllable pitch. In addition, Menninghaus et al. (2018) have found evidence for the recurrence of entire pitch sequences, underscoring Rousseau's (1768) understanding of melodies as incremental arrangements of tones. In this study, discrete speech tones were subjected to autocorrelation analyses on the level of the stanza, revealing recurrences in the pitch track that the linguistic notational system could not capture, given that it was restricted to local phenomena. The autocorrelation approach, on the other hand, was able to quantify longer range dependencies and patterns, especially the recurrence of similar pitches across stanzas. Importantly, the size of the autocorrelation value at the stanza-lag was shown not only to predict melodiousness ratings of spoken poems, but also to correlate with the likelihood that a particular poem had been set to music. Speech melody, therefore, despite well-attested differences to musical melodies on local levels, seems to be perceived on similarly Gestalt-like grounds, providing empirical evidence for the century-old assumption that poetic language (speech) and music are intrinsically linked by melodic properties.
 
                   
                 
                
                  Suggestions and Recommendations for Future Research
 
                  Based on our review, we provide some recommendations for researchers interested in studying the sound effects of literary texts and suggest areas for future research. With regard to the experimental study of literary comprehension more generally, we have observed that, in many studies, samples of recipients and particularly of texts – the actual object of inquiry – were surprisingly small, reducing the external validity of the results. Including sufficiently large samples of both participants and texts permits the generalization of results to recipients and literary texts not investigated in a given experiment. It also avoids confounds with inter-individual differences and features of individual texts that often yield stronger effects than sound structure does, i. e., semantic and thematic ones.
 
                  Regarding internal validity, we note considerable differences in the specification and operationalization of theoretical constructs and in the control of potential confounds. We recommend paying particular attention to the control of linguistic complexity and, again, to semantic and thematic text features whenever testing claims about sound effects. Further, a thorough understanding of a given phonological system should guide researchers as they operationalize their research questions, create appropriate and sufficient contrasts in the materials, draw conclusions and recognize the limits of applicability, as well as formulate further hypotheses.
 
                  Regarding the modality (spoken/written) of stimulus material or raw data in investigations of sound-related literary comprehension, we recommend following a sound-over-letter principle whenever possible. Spoken words provide richer sound information than printed ones. Speech signals thus constitute (a) explicit and more effective stimulus materials for investigating sound effects during literary comprehension and (b) more informative data than approximations based on written texts (e. g., via grapheme-to-phoneme conversion).
 
                  We have further observed that most of the existing empirical research on sound and sound effects in literary texts has been conducted in only a small set of languages. A deeper understanding of these phenomena will be achieved by taking more diverse languages and literatures into account and by systematically comparing sound-related literary comprehension across languages and literatures. However, evidential gaps also exist within better researched literatures and well-established research areas, such as the study of phonemic parallelism and its effects. Little is known, for instance, about how alliteration affects the processing and evaluation of poems and prose passages. Likewise, even apparently well-established insights, such as the context-dependence of end rhyme's stylistic effects, leave ample room for empirical refinement. Finally, a large number of empirical studies of sound shape and sound effects in literary texts focus either on large corpora, as is the case for most research into prose rhythm, or on the way literary texts are processed by the reader. However,  few engage the combination of both (but see Xue et al., 2019). A tighter alliance between researchers digitally analyzing large corpora and researchers studying readers' responses to selected stimuli would allow for more specific and nuanced insights into the effects and the development of literary forms.
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              Abstract
 
              Emotions play a crucial role in how readers process, comprehend, and experience texts. This chapter focuses on what we have learned about emotional aspects of reading by using eye tracking, a methodology that provides detailed information about the time-course of reading processes as they occur online. The chapter first introduces basic emotion concepts relevant for reading research. It then describes key measures of eye movements used in previous research, focusing on sentence and text comprehension. We then briefly review previous eye tracking research on the role of emotions in reading conducted at three levels: word, sentence, and text. It appears that while word-level emotion effects have received quite a lot of attention, much less empirical work has been conducted on sentence and text-level phenomena. This lack of empirical evidence is reflected in a dearth of theoretical accounts, which currently are still under development. Thus, there is a clear need for vigorous empirical research to help advance theoretical work on emotional aspects of reading. This chapter highlights the importance of using naturalistic texts and the need for further development in advanced exploratory, predictive, and explanatory computational methods and models in order to foster understanding of the emotional aspects of reading.
 
            
 
             
               
                
                  Theoretical Views on Emotions and Reading
 
                  Literature presents a unique set of depictive representations of emotional experiences, providing instructions for the mental simulation of experiences that can produce affective, empathic, and aesthetic responses in readers (Hogan, 2011; Jacobs, 2015a; Schrott & Jacobs, 2011). Thus, the role of emotions in readers' processing, comprehending, and experiencing of texts cannot be underestimated. A reader may experience the crux of emotions induced by a text's form or content, and previous research has theorized how different texts may provoke evaluative, aesthetic, narrative or even self-modifying feelings in readers (e. g., Kneepkens & Zwaan, 1995; Miall & Kuiken, 2002; Oatley, 1995). For example, a well-written novel may induce feelings of suspense as the reader becomes immersed in the story and feels empathy towards a character in the text (narrative feeling). This, in turn, may increase the reader's appreciation of the author's writing style (aesthetic feeling, Kneepkens & Zwaan, 1995). In addition to literary narratives, and perhaps even more so, poetry can induce feelings that reflect the mood depicted in the text or appreciation for its form, depending on the foregrounding and backgrounding textual features (Jacobs et al., 2016; Lüdtke et al., 2014). However, when considering emotions during reading, it should be remembered that not only the text features but also the reader's expectations, prior beliefs, and knowledge contribute to how a text is received. Readers may experience emotions that stem from their epistemic beliefs, such as surprise or confusion when reading information that conflicts with their prior expectations (Muis et al., 2015). The genre of the text is of course important, too: readers may not be that concerned if implausible things happen in fiction (e. g., Hsu et al., 2015), but would (and should) be concerned if such things were reported in a physics textbook or the news. Moreover, the context of reading may activate expectations that provoke emotional reactions, such as when a student is reading a novel for a literature class and feels anxious about possibly failing in the upcoming exam (Pekrun, 2006).
 
                  According to a standard view, an emotional response is initiated by an appraisal of personal significance or relevance of an event, which leads to an emotional response involving a subjective experience, physiology, and behavior (Mauss & Robinson, 2009). Emotions are often described with the help of two fundamental dimensions that organize emotional responses (Posner et al., 2005): valence (positive vs. negative) and arousal (activation). For example, feeling calm or serene after reading a poem could be described as a positive feeling that is relatively low in arousal, whereas feeling tense when reading a horror story would probably be a negative and highly arousing emotion. Some researchers favor categorizing emotional experiences with discrete emotion labels such as anger, disgust, fear, sadness, surprise, and happiness (e. g., Ekman & Cordaro, 2011). But, especially when describing the complex emotions that occur during literary reading, these categories might not be sufficient for capturing the full reading experience. Instead, a more comprehensive approach in which emotional experience is measured as a high-dimensional construct is needed (see Cowen et al., 2019). For example, Cowen and Keltner (2017) analyzed self-reported emotional responses to video clips and found 27 distinct categories of emotional experience, including emotions such as aesthetic appreciation and entrancement. The researchers suggested that, even though emotional experiences can be represented in semantic spaces characterized by distinct emotion labels, the boundaries between categories are fuzzy and emotional experiences might best be described by gradients (e. g., from calmness to aesthetic appreciation to awe).
 
                  Choosing a theoretical approach to emotions is important, as it guides methodological decisions about how emotional responses are measured. For example, when developing a questionnaire for aesthetic emotions, Schindler et al. (2017) decided to retain 21 of their original 24 emotion categories even though the empirical data suggested that the most parsimonious model contains only seven factors. The rationale for this decision was theoretical: in order to describe the richness of an aesthetic experience, the authors believed that they needed more specific categories than can be captured by superordinate emotion categories of negative emotions, prototypical aesthetic emotions, epistemic emotions, animation, nostalgia/relaxation, sadness, and amusement. It is important to note that measuring subjective experience with a questionnaire captures only one facet of emotion. If, for example, the brain of a reader really could compute 21 distinct aesthetic emotional responses, each should be characterized by specific patterns of neural, physiological, and behavioral responses. But we know of no such evidence, and it is very likely that different people can produce many different words for one and the same emotion. On the other hand, at the level of verbally expressible subjectivity at least, a goal keeper's fear of a penalty is not the same as a mother's fear of giving birth or a penitent's fear of hell. Thus, “It is time for clinicians and scientists to acknowledge the origin of each emotional state and replace the currently popular English terms with new concepts that specify the causes of the separate members of an emotional family” (Kagan, 2010, p. 92).
 
                  An important process in the emotional experience is appraisal: the cognitive evaluation of the emotion event in the specific situation from the individual's perspective (e. g., Scherer, 2009). In a reading context, “emotion event” refers to the emotional responses induced by the text-context-reader situation. For example, even though a detailed graphic description of physical violence in a Stephen King story might initially induce a quick reaction of disgust, the reader might still feel a pleasurable emotion of entertainment and/or admiration for the author's skill in creating suspense (Kneepkens & Zwaan, 1995). Actually observing a similar scene in the real world would result in a completely different reaction.
 
                  Recently, there has been growing interest in developing theoretical models that specifically describe the role of emotions in reading by combining psychological emotion theories with models of literary reading and reading comprehension (Bohn-Gettler, 2019; Jacobs, 2015a). The Neurocognitive Poetics Model (NCPM) proposed by Jacobs (2015a) combines empirical evidence from the behavioral and neurosciences with theoretical views on aesthetic experiences to form a model that can predict the interplay of affective and cognitive processes during literary reading. The NCPM assumes that different quantifiable text, context, and personality features determine which emotions a reader is likely to experience. For example, emotional narratives using familiar situation models typically induce higher immersion, resulting in higher empathy towards the story characters and more vivid emotional experiences, while (poetic) texts full of foregrounding features may evoke aesthetic responses (see also Kuiken & Douglas, 2017). The PET (Process, Emotion, Task) framework proposed by Bohn-Gettler (2019) combines emotion theories with the Construction-Integration model (Kintsch, 1998) and describes how reader emotions influence text comprehension. The core idea of the model is that the effects of emotions on text comprehension depend on the type of emotion, the type of comprehension processes involved, and the task the reader has in mind. Positive and negative emotions are thought to result in different processing patterns influencing comprehension processes (e. g., elaboration, inference-making).
 
                 
                
                  Eye Movements Reveal the Time Course of Basic Reading Processes
 
                  Eye movement recordings can reveal a wealth of information about reading processes as they unfold across time (see Hyönä & Kaakinen, 2019; Kaakinen, 2017; Rayner, 2009). During reading the eyes typically move in the reading direction in jerky movements called saccades and stop (i. e., fixate) on almost every word in the text. The duration of fixations is very brief, typically only 200–250 milliseconds. Some words are fixated more than once and thus are gazed at longer: for example, long and unusual words typically receive more than one fixation. At the end of a sentence, readers usually pause. This is referred to as the sentence wrap-up effect, which reflects integrative processing at the sentence end (Rayner et al., 2000). When the reader's eyes reach the end of a line, the eyes are sent to the beginning of the next line, producing a long saccade against the direction of reading (return sweep). Occasionally a reader makes regressions that can be directed either to the already fixated word, to a word within the same sentence, or to previous parts of the text (Inhoff et al., 2019). A standard practice is to compute different fixation time measures to describe the temporal course of processing words or parts of text.
 
                  Most eye movement studies to date have examined the reading of single words embedded either in a sentence or short textual context. In these studies, separate measures reflecting the first-pass reading of the word (e. g., likelihood of skipping, first fixation duration, gaze duration) and the likelihood and the duration of revisits to the word are typically reported (e. g., second path reading time, regression path duration, total fixation time). First-pass reading measures are thought to reflect the speed of lexical access, whereas measures indicating revisits to a word are considered as indices of either delayed lexical access or integrative processing at the level of the phrase. A wealth of previous research demonstrates that fixation duration on a given word is influenced by factors such as word length, frequency, age of acquisition, and predictability and plausibility of the word in the given sentence context (see Rayner, 1998, 2009).
 
                  While word-based measures give a detailed view of the processing of single words, especially with longer text materials it might be useful to examine the processing of larger segments of text, like phrases or sentences (Hyönä et al., 2003). As with word-based measures, it is useful to separate measures for first-pass reading and later look-backs to and from a sentence. Previous research suggests that longer first-pass fixation times on a sentence reflect the immediate processing of the information expressed in the sentence, whereas look-backs extending to previous segments of text are likely to reflect strategic processing (see Hyönä & Kaakinen, 2019). Look-backs can be considered as strategic processing because (a) readers are aware of whether they look back to and reread specific parts of text, (b) look-backs are thus purposefully directed towards parts of text that are relevant for comprehension, and (c) they seem to facilitate or even be essential for comprehension (Hyönä & Nurminen, 2006; Fechino et al., 2020; Olkoniemi et al., 2019; Schotter et al., 2014).
 
                  As with any reaction time measure, interpreting the meaning of changes in eye fixation times on a word or sentence must be done with caution. For instance, a longer fixation time might reflect either more effortful processing leading to successful word recognition or comprehension of a sentence, or a failure in word decoding due to a comprehension problem. That is why we recommend combining eye movement measures with outcome measures, such as comprehension questions, text recall, or some other measure reflecting the quality of processing. Even though fixation time measures provide temporally accurate information about the reading of words and sentences, sometimes it might be fruitful to analyze the scanpaths, that is, the transitions a reader makes between different parts of text during reading (Von der Malsburg & Vasishth, 2011). Finally, eye tracking allows collecting other data than eye movements. For example, changes in pupil size and the occurrence of eye blinks reflect attentional processes and emotional arousal (Eckstein et al., 2017; Võ et al., 2008). However, these measures have not been extensively used to study reading behavior. In sum, eye tracking provides a wealth of different measures that can be used to study reading-related processes. Eye fixation times provide temporally accurate information about moment-to-moment processes underlying reading; scanpath analyses reveal the pattern of gaze shifts between different parts of text; and pupil size and blink rates potentially reflect attentional and emotional processes, although the utility of the latter in reading research still needs more empirical study.
 
                  To date, eye movement recordings have been used only rarely to examine emotion effects in reading. In the following, we provide a brief overview of the studies that looked at emotion effects during single word reading, followed by research on reading of paragraphs and longer text.
 
                 
                
                  Reading Emotional Words
 
                  Most studies on affective effects at the level of single words used standard word recognition tasks like lexical decisions or naming (for review: Citron, 2012; Jacobs et al., 2015). Behavioral studies focusing on differences in reaction times, brain-electrical studies focusing on differences in event-related potentials, and fMRI studies focusing on activation differences during the processing of emotional words compared to neutral words have highlighted various replicable effects in various time windows or brain regions (e. g., Hofmann et al., 2009; Kissler et al., 2009; Kousta et al., 2009; Kuchinke et al., 2005; Kuperman et al., 2014; Palazova et al., 2011; Scott et al., 2009). In general, most studies reported a processing advantage for emotional words compared to neutral ones, an effect often more pronounced for positive than for negative words (e. g., Estes & Verges, 2008; Hofmann et al., 2009; Kanske & Kotz, 2007; Kuchinke et al., 2005; Palazova et al., 2011; Scott et al., 2009). At the behavioral level, the processing advantage of emotional words in general and especially for positive words is reflected in shorter reaction times for emotional words compared to neutral words and for positive words compared to negative words. This processing benefit, called positivity bias, was also replicated in studies presenting words embedded in meaningful phrases or sentences (e. g., Bayer et al., 2010; Delaney-Busch & Kuperberg, 2013; Ding et al., 2014; Lüdtke & Jacobs, 2015; Scott et al., 2012). Besides this processing advantage, several studies also demonstrated that emotional words have some attention grabbing properties and that the neural signature of this prioritized processing of emotional words seems to be similar to the signature observed for the prioritized processing of other emotional stimuli such as images or faces (e. g., Herbert et al., 2008; Keuper et al., 2014; Kissler & Herbert, 2013; Trauer et al., 2015; Wegrzyn et al., 2017). The prioritized and enhanced processing of emotional words has been explained, for example, with motivational aspects assuming enhanced resource allocation and natural selective attention to intrinsically relevant stimuli (e. g., Bradley et al., 2012).
 
                  One of the first eye tracking studies focusing on effects of emotional words embedded in sentences was done by Hyönä and Häikiö in 2005. The authors used words with negative valence and a high arousal value, such as obscene, sex-related, and curse words, to test the so-called parafoveal semantic processing hypothesis. That means, in contrast to the above-mentioned studies, that the authors did not directly measure the processing of emotional compared to neutral words, but tested whether the parafoveal preview of an emotional word compared to a neutral word influenced the processing of a fixated neutral target word. Participants read simple sentences including an emotion word or a neutral word which was replaced by a neutral target word every time the participants made the saccade toward this target word, which means that the emotional and neutral words were only seen parafoveally. In contrast to their hypothesis, the authors found no effects of the emotional content of the parafoveal preview, neither in fixation durations around the target nor in pupil size. These null effects were not the result of weak emotion potentials of the test material, given the high-arousing sex- and threat-related words. Rather, it is still under debate whether semantic properties can be picked up during parafoveal preprocessing, especially when reading alphabetical languages (cf. Vasilev & Angele, 2017). An alternative explanation in terms of opposite processes could be that especially high arousing taboo words do both capture and repel attention (Yan & Sommer, 2015).
 
                  The first eye tracking study directly focusing on processing differences of emotional and neutral words embedded in sentences seems to be Scott et al.'s from 2012. In this study, participants read simple sentences containing an emotionally positive (e. g., lucky), negative (e. g., angry), or neutral (e. g., plain) word. In accordance with the well-known processing advantage of emotional words observed in studies on single word processing described above, first fixation times and gaze duration times on emotion words were shorter than fixation times on neutral words. Taking into account that the emotionality of a word interacts with word frequency (observed especially at early processing stages in single word processing, e. g., Palazova et al., 2011; Scott et al., 2009), Scott et al. (2012) also manipulated the word frequency and found shorter fixation durations for emotional words for both low frequent and high frequent positive words, for low frequent negative words, but not for high frequent negative words. The interaction between words emotionality and word frequency indicated that linguistic sources of information like word frequency modulate the conditions under which emotional processing benefits emerge, especially for negative words. The study by Sheikh and Titone (2013) manipulating emotionality, word frequency, and concreteness replicated and extended the results of Scott et al. (2012). It showed that the emotional processing benefit during early processing stages (measured by gaze duration) was more pronounced for low frequency and less concrete words, whereas at later processing stages (measured by second pass reading times) the emotional processing benefit could be observed for all words independently of word frequency and level of concreteness. The study by Knickerbocker et al. (2015) also replicated the emotional processing benefits for negative and especially for positive words while controlling for word frequency rather than manipulating it. Moreover, they reported emotion effects in eye tracking measures associated with later processing stages. For both positive and negative words, they observed shorter and fewer fixations compared to neutral words in early (e. g., first fixation duration) and late measures on the target word (e. g., second pass reading time) and on the post-target region. However, the study by Knickerbocker et al. allowed no direct comparison of positive and negative words because both were presented in different experiments. Sheikh and Titone (2016) also observed the processing advantage for positive compared to neutral words (indicated by shorter first fixation durations and gaze durations) for reading in a second language. Moreover, Yan and Sommer (2015, 2019) demonstrated the processing benefit for emotional words for a logographic writing system using Chinese characters. Both studies demonstrate foveal effects as reported by Scott et al. (2012). In addition, significant parafoveal effects of emotional words on the processing of neutral target words were observed. As initially hypothesized by Hyönä and Häikiö (2005), Yan and Sommer (2015) observed longer durations on words preceding both positive words and frequent negative words compared to words preceding neutral ones. That such parafoveal effects for emotional words were observed for Chinese readers, but not for readers of an alphabetic language, is in line with recent results showing that Chinese readers make more efficient use of parafoveal preprocessing as the Chinese writing system is in general more densely packed than alphabetic languages (Vasilev & Angele, 2017).
 
                  A recent study by Lüdtke and colleagues (submitted) using short textoids instead of single sentences further explored the effects of emotional word meaning on different stages of processing. The short textoids consisted of two sentences, the first containing a negative, a neutral, or a positive adjective followed by a noun, the second containing a pronominal anaphora referring back to the adjective-noun combination of the first sentence. Focusing on the processing of the adjectives, shorter first fixation and gaze durations were observed for positive compared to negative adjectives. Shorter gaze durations were observed for positive compared to neutral adjectives. A significant difference was also observed for negative compared to neutral adjectives. In contrast to Knickerbocker et al. (2015), Lüdtke and colleagues observed more rereading for positive compared to neutral adjectives. While replicating the emotional processing benefit during early processing stages, especially for positive words in single sentence studies, these authors observed additional processing time for rereading positive words. Whether this is due to the resolution of co-referring pronouns or a general effect associated with the importance of emotional information has to be tested in future studies.
 
                  Taken together, the few eye tracking studies manipulating the emotional meaning of single words embedded in sentences replicate the effects observed in studies of single word recognition. All studies used well controlled stimuli, some also varied additional lexico-semantic features, and all used normal reading for comprehension as the main task. The results indicate that emotional words are more likely to attract readers' attention, resulting in an early processing benefit, especially for positive words. When the emotional word meaning was important for the meaning of the whole sentence, prolonged processing especially in measures associated with later stages of meaning integration and reinterpretation could be observed. This pattern suggests that the emotional processing benefit observed at the single word level can be accumulated at the text level (for positive evidence see Usée et al., 2020).
 
                 
                
                  The Role of Emotions in Reading Paragraphs and Texts
 
                  Readers' reactions to different types of text content have been of interest since the early days of eye movement research. For example, Seibert (1943) examined 8th grade students' eye movements during reading of different types of texts: mathematics, biography, adventure, physical science, and geography. In comparison to other text types, adventure texts attracted more fixations and regressions, resulting in slower reading (as measured by words per minute). Because no direct measure of readers' emotional responses to texts were reported, these results speak only indirectly to the role of emotions in reading. Still, it is probably fair to speculate that adventure texts are more suspenseful or interesting to 8th grade readers than mathematics texts, suggesting that readers' emotions do play a role in the reading process.
 
                  However, since Seibert's day, very little research has systematically examined how reader emotions influence eye movement behavior during reading. The few studies fall into roughly two categories: studies that have manipulated the valence of the reading materials, without paying attention to emotional reader responses, and studies that manipulated the emotional reaction of the reader by presenting text materials that can be expected to induce or provoke emotion. In the first category, an eye tracking study by Fang et al. (2018) examined the reading of positive (“My life is interesting”), negative (“I am a born loser”) and neutral (“My table has four legs”) sentences while the amount of text visible at a given time was manipulated in a so-called moving window paradigm. Looking at their data in the normal reading condition, it seems that there are no differences in total fixation time between sentence types. However, because the purpose of the study was to examine individual differences in attentional spans and not to directly compare reading times for different sentence types, no information about the lexical or syntactic qualities of different sentence types was given. These factors are known to influence eye movements during reading, complicating the interpretation of the comparisons between sentence types. Thus, the result is far from conclusive. In another study, Ballenghein and colleagues (2019) used eye tracking in combination with postural movement recordings to study reading of positive, negative, and neutral passages. They found that mean fixation durations were shorter during reading of positive than during reading of neutral texts, whereas there were no differences in the number of fixations, leading to shorter total fixation time on positive than on neutral texts. However, these results are also hard to interpret because different texts seemed to vary greatly in length, and no information about the lexical qualities or syntactic complexity of the texts was provided. The observed differences between positive and neutral texts could thus be due to multiple features other than valence.
 
                  In the second category, some studies have specifically targeted certain positive (e. g., amusement, interest) or negative (e. g., fear, jealousy) emotional reactions during reading and investigated their effects on eye movements. Studies that have examined processing of jokes indicate that amusement may facilitate processing (Ferstl et al., 2017; Mitchell et al., 2010). Coulson and colleagues (2006) first examined reader's eye movements during reading of jokes consisting of a single sentence. The last word of the sentence defined the sentence either as a joke or as a conventional (non-funny) sentence. Coulson and colleagues found that while there were no differences in first-pass reading times on the last (critical) word, readers were more likely to regress back to the earlier parts of joke sentences. However, it should be noted that the jokes used in the study were akin to garden-path sentences, in which the last word requires the reader to reassess the initial interpretation of the sentence. It is thus difficult to know whether the extra processing initiated from the last word was related to re-analyzing the meaning of the sentence, the experienced amusement, or a combination of the two. In a study using short stories that contained a dialogue that either ended with a joke punchline or a non-funny ending, Mitchell and colleagues (2010) found that humorous content facilitated processing: readers spent longer fixation time on non-funny endings than on joke punchlines. In a well controlled study by Ferstl et al. (2017), participants were asked to rate either the funniness or comprehension difficulty of similar stories used by Mitchell et al. (2010). The results showed that total reading times were shorter for funny texts. A closer analysis of the eye movements on different parts of text (context and the joke punchline) showed that readers spent less time rereading the context in funny than in other texts. As for the punchline, there were no specific emotion-related effects on first-pass reading times, except for a slightly greater sentence wrap-up effect. The effects on punchline appeared in total reading time, reflecting that rereading times were shorter for punchlines in jokes than in other types of texts. Regressions within punchlines as well as regressions from the punchline back to the context were less likely in jokes than in other texts. These results suggest that a positive emotion, amusement, can facilitate text processing by reducing the likelihood of regressions and rereading. Ferstl et al. proposed that the experience of amusement when we understand a joke serves as a signal that we have understood it. There is thus no need to go back and check the interpretation as when reading non-funny texts.
 
                  On the other hand, positive affect is not always related to facilitation in processing, as indexed by shorter eye fixation times. A recent study on the influence of reader interest on eye movements during reading of an expository text showed that interested readers who reported using deep-level processing strategies did more rereading of the key elements (rather than details) of the text (Catrysse et al., 2018). In this case, a positive feeling towards the text increased the processing time spent on important segments.
 
                  Regarding the impact of negative emotions such as fear on eye movements during reading, the evidence is sparse. Warren and Jones (1943) manipulated fear by asking participants, some of whom had fear of heights, to read “dramatic descriptions of steeple jacks, riveters, and others working on high places and the dangers involved.” An exciting story with no reference to high places was used as a control text. In order to maximize the manipulation of fear, participants read one of the fear-inducing texts “while sitting in an armless chair attached to the outer edge of a fourth-story window ledge.” The standard measures of eye movements (number of fixations, duration of fixations, number of regressions) showed surprisingly little differences between participants who had fear of heights and those who did not during reading of the fear-inducing texts. However, when the authors looked closer at the scanpaths during reading of different texts, participants who had fear of heights demonstrated deviating patterns of eye movements from normal reading: it seemed that especially when encountering parts of text that graphically described scary situations and especially when reading in a precarious place, their fixations were “wandering” or “curved.” Unfortunately, this study only involved few participants, and, at the time, the authors had no way of quantifying the qualitative differences observed in readers' scanpaths in response to the fear-inducing conditions.
 
                  The influence of reader arousal on processing and comprehension of text was examined in a recent study by Mason and colleagues (2020). They presented participants multiple expository texts that included contradictory information about genetically manipulated food. Skin conductance level was used as a measure of arousal during reading, and comprehension of the text materials was checked with an essay writing task. The results showed that the correlation between arousal and eye movement measures was weak: a weak positive correlation (r=.15) was observed for first-pass fixation duration and a weak negative correlation (r=-.19) for look-back duration. Higher arousal and longer first-pass fixation times on sentences were related to poorer comprehension, indicating that arousal is not necessarily beneficial for comprehension. However, the relationship between arousal and comprehension depended on prior knowledge of the topic: for readers with more prior knowledge high arousal was associated with better comprehension.
 
                  A recent study by Mak and Willems (2018) indicated that emotional responses during reading modulate other processes during comprehension. Analyzing the eye tracking data of 102 subjects reading different literary short stories, the authors showed that the effect of different kinds of mental simulation, like perceptual and motor simulation, on gaze durations was modulated by self-reported emotional responses. Readers who rated the stories as sad, deeply moving, and suspenseful showed a stronger relationship between simulation and gaze duration. These readers read motor descriptions faster and perceptual content slower compared to readers with lower ratings. Although, the mechanisms underlying these relations are still unclear, the results suggest that emotions induced by the text had an influence on text comprehension processes evident especially in gaze duration.
 
                  Finally, it is noteworthy that readers may react to emotional texts in different ways. In a study examining sex differences in jealousy, Dunn and McLean (2015) asked participants to imagine themselves in a relationship and finding emotional messages on their partner's mobile phone. Eye movements were recorded to see how participants viewed messages containing either romantic or explicitly sexual content. Dunn and McLean found that males made more and longer fixations on sexual than on romantic messages, whereas females made more and longer fixations on romantic messages.
 
                  In summary, very few studies have analyzed eye movements to study reading of texts that are likely to induce emotional responses. The results of these studies suggest that it is important to consider the type of text being read. A positive emotion, as when reading a positively valenced story (Ballenghein et al., 2019) or when being amused by jokes presented in dialogues (Ferstl et al., 2017; Mitchell et al., 2010), seems to facilitate processing. However, when reading an expository text, positive emotion might have a different effect: interest in text topic slowed down processing of key elements in the text (Catrysse et al., 2018). Moreover, there are individual differences between groups of readers in how they react to emotion-provoking texts (Dunn & McLean, 2015) which can also influence processes related to text comprehension (Mak & Willems, 2018; Mason et al., 2020).
 
                 
                
                  Challenges When Examining Emotion Effects with Longer Text Materials
 
                  There are three problems with previous studies of reading paragraphs and longer texts. First, while some studies have adopted an experimental approach and used carefully controlled text materials (i. e., textoids), others have used more naturalistic texts. Unfortunately, in some of the latter, very little, if any, information about the nature or quality of the materials was provided, making it impossible to disentangle potential effects of lexical or syntactic features from those caused by emotional ones. It is indeed hard, if not impossible, to control for all possible lexical or syntactic factors while manipulating the emotional content of a text, especially when using longer and naturalistic literary materials. However, a possible solution to this dilemma is to apply state-of-the-art quantitative narrative analysis and sentiment analysis tools to a careful exploration of the text features and use predictive modeling to examine which features contributed to emotional responses (Jacobs, 2019; Jacobs & Kinder, 2019) and changes in eye movement patterns (Xue et al., 2019, 2020). Second, only a few studies measured the actual emotional reaction of readers. The others simply assumed that texts whose emotional features were rated by a separate sample of participants would induce a similar reaction in all readers. However, it is clear that there is individual variability in how readers react to emotional text information (e. g., Dunn & McLean, 2015) and that reader's disposition towards a text makes a big difference in how the text is inspected (Catrysse et al., 2018). Third, very little attention has been paid to the reading task itself. Most studies have used the standard “read the text for comprehension” instruction with participants responding to questions or producing free recall after reading. Some studies have asked participants to rate the valence of the text materials, thus focusing the readers' attention specifically on the emotional content. Others do not even report what the participants' task was. Different task instructions, including the type of questions the reader has to respond to, make different types of information salient to the reader, and there might be interactions between task effects and those due to text characteristics (e. g., Ferstl et al., 2017). Thus, more attention should be paid to the kind of instructions given to the readers and how they may impact processing.
 
                  In sum, previous research on the role of emotions during reading of sentences and texts is sparse and mainly inconclusive with regard to the question of how emotion effects materialize in readers' eye movements. More careful consideration of the tasks, reader reactions, and (especially) the text materials is needed.
 
                 
                
                  Future Directions
 
                  
                    Use of Naturalistic Texts
 
                     
                      Should cognitive scientists and neuroscientists care about Dostoyevsky? (Willems & Jacobs, 2016, p. 243)
 
                      We believe that the scientific study of narrative comprehension will move from using short, laboratory-contrived ‘textoids’ to longer naturalistic narratives (Bailey & Zacks, 2011, p. 72)
 
                    
 
                    These quotes from two papers dealing with the scientific study of reading natural texts open the door to future developments. Indeed, the overwhelming majority of studies on eye movements in reading have dealt with textoids and also have completely neglected emotional aspects of reading. However, to paraphrase Jacobs et al. (2015), reading is not only cold information processing, but also involves “hot” affective and aesthetic processes that go far beyond what current models of word recognition, sentence processing, or text comprehension can explain. More ecologically valid (experimental) designs using natural texts like short stories (Ballenghein et al., 2019; Mak & Willems, 2018), poems (Xue et al., 2019, 2020) or excerpts from entire novels (Cop et al., 2017; Magyari et al., 2020) should produce results which are more easily generalizable to everyday reading situations (Kandylaki & Bornkessel-Schlesewsky, 2019).
 
                    Use of natural text materials, whether they are expository or poetic pieces, no longer presents the challenges faced by researchers a decade or so ago. The public availability of text corpora, software for automated text analyses, or internet-based tools for collecting data has changed our possibilities enormously. As an example from the Neurocognitve Poetics perspective (Jacobs, 2015b; Willems & Jacobs, 2016), the entire corpus of 154 Shakespeare sonnets is now available together with a table specifying > 100 text features at all levels of analysis including “cognitive” features such as average word length or surprisal and affective semantic features like valence or arousal (Jacobs et al., 2017). Based on their quantitative narrative analysis of all Shakespeare sonnets, the authors also included easily testable predictions regarding eye movement behavior when reading a sonnet, and recent studies tested some of them (Xue et al., 2019, 2020). Still, it is obvious that, when trying to interpret eye tracking data collected during the reading of a sonnet or entire pages from a novel, things are a bit more complicated than in a typical 2x2 design investigating the effects of, say, word length and frequency on mean fixation durations during the reading of single isolated (i. e., context-free) sentences. While the seemingly uncountable number of intervening variables may appear discouraging, recent advances in machine learning assisted text and data analyses promise to overcome this problem. Of course, standard GLM accounts assuming linear relationships and the specification of interactions among independent variables in advance are of limited use in this context. What is needed is adaptable fitting of dependent variables (DVs) to independent variables (IVs) that adequately describe their complex nonlinear relationships. Current computational modeling techniques use neural networks and other machine learning tools that offer effective solutions for this problem, as pointed out in the next section. (e. g., Jacobs & Kinder, 2017; Jacobs & Lüdtke, 2017; Xue et al., 2019).
 
                   
                  
                    Advanced Exploratory, Predictive, and Explanatory Computational Methods and Models
 
                     
                      We propose that principles and techniques from the field of machine learning can help psychology become a more predictive science. (Yarkoni & Westfall, 2017, p. 1100).
 
                    
 
                    The paper featuring the above citation argues for a major change in psychological research, away from tightly controlled experiments aiming at statistically significant (“causal”) effects of two or three IVs on one or two DVs (at the purely conventional level of p = .05) and towards predictive modeling of the interactive effects of a large number of predictors on multiple DVs. Whereas the standard 2x2 ANOVA designs in experimental psychology and eye movements in reading research maximize chances to obtain a p-value of .05 (what Yarkoni & Westfall call “p-hacking”), the alternative perspective attempts to maximize variance accounted for in the DVs. In the field of machine learning, one aims at predicting future observations as accurately as possible (i. e., minimizing prediction error). This can be done “categorically” via so-called classifiers or “continuously” via regressors.
 
                    Recent examples for successfully applying this novel research strategy include:
 
                     
                      	
                        The prediction of immersiveness ratings regarding passages from E. T. A. Hoffmann's classical text The Sandman (Jacobs & Lüdtke, 2017): using a simple neural net (multilayer perceptron), the authors obtained a (regressor) prediction accuracy of about 60% (R2 for the test set)

 
                      	
                        The prediction of word beauty ratings (Jacobs, 2017): using a very powerful classifier called Extremely Randomized Trees/ERT (Geurts et al., 2006), the achieved prediction accuracy was .99.

 
                      	
                        The prediction of the aptness and literariness of poetic metaphors (Jacobs & Kinder, 2017, 2018): again using the potent ERT classifier, the authors obtained accuracies >.9.

 
                      	
                        The prediction of eye movement parameters for readers reading Shakespeare sonnets (Xue et al., 2019, 2020): using a neural net regressor with seven predictors (surface features like word length or sonority score), the authors obtained prediction accuracies between .55 and .6 depending on the DV. In contrast, when running a standard GLM analysis, accuracies were much lower (.2-.3).

 
                      	
                        The prediction of “joyful,” “fearful,” and “neutral” ratings for segments from the Harry Potter novels (e. g., Rowling, 1999): a novel sentiment analysis tool called SentiArt (see Sentiart.de) and multiple classifiers (e. g., neural net, naïve Bayes) achieved a maximum accuracy of >.9 (Jacobs, 2019; Jacobs & Kinder, 2019)

 
                    
 
                    Based on the preceding examples, procedures in future studies of how emotional aspects of natural texts influence eye movements could involve two steps. In a first step, an exploratory, predictive modeling approach attempts to find the most important text features (out of a large collection generated via appropriate quantitative narrative analysis tools) for predicting a given eye movement parameter, e. g., first fixation or gaze duration. Once a limited number of such features has been identified a second step could then experimentally test the (isolated) effects of these features in a standard ANOVA design.
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              Abstract
 
              Readers experience a number of sensations during reading. They do not – or do not only – process words and sentences in a detached, abstract manner. Instead they “perceive” what they read about. They see descriptions of scenery, feel what characters feel, and hear the sounds in a story. These sensations tend to be grouped under the umbrella terms “mental simulation” and “mental imagery.” This chapter provides an overview of empirical research on the role of mental simulation during literary reading. Our chapter also discusses what mental simulation is and how it relates to mental imagery. Moreover, it explores how mental simulation plays a role in leading models of literary reading and investigates under what circumstances mental simulation occurs during literature reading. Finally, the effect of mental simulation on the literary reader's experience is discussed, and suggestions and unresolved issues in this field are formulated.
 
            
 
             
               
                
                  Introduction
 
                  Many readers imagine the events described in the stories they read. This process is often referred to as mental simulation. The term mental simulation has its origins in simulation theory, a theory in the philosophy of mind that describes how we understand the mental states of others (e. g., Goldman, 2006). According to Shanton and Goldman, in mental simulation “one mental event, state or process is the reexperience of another mental event, state, or process” (Shanton & Goldman, 2010, p. 528). “Reexperience” is key in this description. Simulation theorists posit that we understand other people by reenacting their thoughts or feelings.
 
                  Historically, simulation theory has been contrasted with theory theory, the position that we reason about others in a reflective, theory-based and non-simulative manner (see Stich & Nichols, 1993). A third position to consider is interaction theory, which posits that conscious reasoning is no prerequisite for our understanding of the mental states of others (in contrast to simulation theory and theory theory); instead, we instinctively understand others by (subconsciously) mapping non-verbal cues onto our own bodies. The debate between these three positions is beyond the scope of the current chapter (see Gallagher, 2015). Importantly, it might seem that “mental simulation,” the core theme of this chapter, is directly linked to simulation theory. However, this does not need to be the case. The process of mental simulation during reading could be compatible with interaction theory (or a hybrid of interaction and simulation theory) equally well. From such a pluralistic standpoint it follows that the processes described in this chapter are compatible with any of the theories of social cognition (e. g., Andrews, 2008; Gallagher, 2015; Wiltshire et al., 2015).
 
                  Regardless, the increased interest in mental simulation in a wide variety of fields (see below) has led to stronger interest in how simulation theory can be incorporated into the philosophical and psychological theories of cognition. Fitting nicely into that trend, this chapter provides an overview of the role of “mental simulation” during literary reading. An intuitive starting point for this topic is the observation that during literary reading most readers do not only engage with a narrative in a detached, “theorizing” manner. Instead, they experience sensations (“pictures in the head”), report feelings for a character, or think along with a fictive character.
 
                 
                
                  Mental Simulation vs. Mental Imagery
 
                  Mental simulation resonates with many distinct subfields of the social sciences and the humanities. Within psychology for instance, Barsalou (2008) has argued that conceptual understanding is grounded in the reenactment of previous experiences (sometimes called “embodiment,” Barsalou, 2008; see Jacobs & Lüdtke, 2017, for a historical overview). Others (e. g., Kosslyn et al., 2001) have studied the conscious generation of images in the mind, a process called mental imagery. One prominent conceptual difficulty across studies lies in the distinction between “mental simulation” and “mental imagery,” especially because the definition of these processes differs from one researcher to the next. Before discussing the theories and empirical data on mental simulation during literary reading, the contrast between simulation and imagery should be considered.
 
                  The terms mental simulation and mental imagery are sometimes used interchangeably. In this section we illustrate in what ways mental simulation and mental imagery are different. There are two areas of research that have approached mental simulation and mental imagery in different ways. We will now discuss each in turn.
 
                  In the first area of research, researchers have presented participants with words or sentences related to the senses and observed the effects on sensory perception. An example comes from Speed and Vigliocco (2014), who showed that listening to sentences describing slow movement (e. g., The lion ambled to the balloon) led to slower eye movements than listening to sentences describing fast motion (e. g., The lion dashed to the balloon). In a similar vein, hearing sentences that imply a certain shape or orientation of an object primes visual recognition of that object – but only if that object is presented in the implied shape or orientation (Stanfield & Zwaan, 2001; Zwaan et al., 2002). Similarly, words implying a location on a vertical axis prime perception of objects appearing in this location (Estes et al. 2008; Ostarek & Vigliocco, 2017). Sentences implying a direction of movement prime subsequent movements if these movements are in the implied direction (Glenberg & Kaschak, 2002). Finally, visual and motor regions of the brain tend to be activated when reading action-related or sensory words (e. g., Hauk et al., 2004; see Willems & Casasanto, 2011, for an overview). The rationale behind these studies is to show that understanding language related to actions or to the senses leads to sensorimotor activations in the brain. This process is called mental simulation.
 
                  In the second area of research, researchers have looked into the neurocognitive basis of the deliberate (“conscious”) creation of mental images, aptly called “mental imagery.” An early driving force for this work was the so-called “imagery debate” (Kosslyn, 1994; Pylyshyn, 2003). An important issue in that debate was whether primary sensory and motor regions are involved in imagery as they are during actual perception and motor actions. In this spirit, it was found that motor imagery elicited activation in the same brain areas as motor preparation, motor control and motor execution (De Lange et al., 2008; Jeannerod, 1994, 2001; Lotze & Halsband, 2006; Parsons et al., 1995). Similarly, for perceptual imagery, there is overlap between brain areas involved in perceptual imagery and real perception (Dijkstra et al., 2017; Kosslyn et al., 2001).
 
                  A striking difference between mental simulation and mental imagery is the speed at which each occurs. While reading language, mental simulation can be very fast, feeling effortless. In contrast, during deliberate mental imagery, image-generation takes more time (seconds or more) and is subjectively effortful. A basic similarity between the sensorimotor processes elicited by the fast, seemingly effortless act of word or sentence reading and the slow, effortful image-generation of mental imagery is that in both cases sensorimotor systems are recruited.
 
                  It may seem that mental simulation and mental imagery differ in degree: perhaps what happens during reading is just an “impoverished” or scaled down version of the image-generation that is executed during full-fledged mental imagery. However, there is reason to believe that this is not the case. It has been argued that the type of mental simulation elicited during language comprehension is qualitatively different from imagery. Troscianko (2013) makes this point on conceptual grounds. She argues that mental simulation during reading should not be seen as a mental picture (or image) that a reader creates while reading, but rather as something coming from motoric or sensory memories. That is, memories of previous experiences with actions and objects in the actual world determine how language is understood without the need to form vivid mental pictures (as is the case in conscious mental imagery). Willems and colleagues (2010) provided empirical support for such a qualitatively different neural basis. In the present chapter, the simulative processes occurring during reading or listening to language will be referred to as “mental simulation,” and the term “mental imagery” will be reserved for situations in which participants engage in deliberate and conscious mental imagery.
 
                 
                
                  Kinds of Mental Simulation During Literary Reading
 
                  Next, we will consider four theories of how mental simulation plays a role specifically during literary reading.
 
                  
                    Varieties of Mental Imagery During Literary Reading
 
                    In an important theoretical contribution, Kuzmičová (2014) has suggested that mental imagery1 during literary reading is not one of a kind, but can be experienced at a few different levels. Furthermore, which of the different forms of mental imagery is experienced at a given time during reading is dependent on both text characteristics and reader characteristics.
 
                    Kuzmičová calls the most basic level of mental imagery rehearsal-imagery. Readers experiencing this kind of imagery perceive the words in the stories they read as if they are reading them aloud (without actually articulating the words). This kind of imagery is most often triggered by longer, syntactically complex sentences, or by sentences that contain certain stylistic elements such as rhythm or alliteration (which need to be articulated to be fully appreciated).
 
                    The second level, speech-imagery, differs from rehearsal-imagery in that readers do not hear their own voices in their mind while reading, but rather the voices of characters in the story, as if they are witnessing their conversations. This is most often triggered by dialogues in stories and not as much by stylistic elements. Together, rehearsal-imagery and speech-imagery form the verbal domain of the mental imagery continuum.
 
                    Beyond the verbal domain, there is the referential domain, which is most closely linked to embodied cognition theories in psychology. Again, according to Kuzmičová (2014) there are two levels of imagery that comprise the referential domain. The first is called description-imagery, where readers form (mostly, but not only, visual) pictures of objects or situations described in a story, specifically from an observer's perspective. Description-imagery is often triggered by elaborate descriptions of how (inanimate) objects in stories look, sound, or feel. This is unlike enactment-imagery (according to Kuzmičová the highest level of mental imagery) in which readers form mental pictures from the perspective of a character in the story, almost as if they are acting out the situations in the story. Enactment-imagery is triggered by concrete and imageable descriptions of the sensorimotor experiences of characters.
 
                    It could be argued that the difference between description-imagery and enactment-imagery reflects differences in viewpoint or stance (comparable to the relationship between viewpoint in narratives and identification with characters; Van Krieken et al., 2017). Description-imagery is experienced from a third person stance, whereas enactment-imagery is experienced from a first person stance. Consequently, the experience of description- or enactment-imagery could be dependent on text characteristics or contextual information encouraging a first versus third person interpretation.
 
                    It is important to underscore that Kuzmičová (2014) acknowledges that readers' experiences can also resemble an in-between form between two levels of mental imagery. Additionally, she stresses that it is not the case that a given reader can only experience one level of mental simulation. During reading, readers constantly switch between imagery levels, as a result of a continuous interplay between the text characteristics of the passages read and internal reader characteristics. Kuzmičová hypothesizes that the transition between different levels will be smooth and (almost) non-conscious within the verbal and referential domains, whereas it will be conscious when readers switch between the domains.
 
                   
                  
                    Neurocognitive Poetics Model
 
                    A more general theory of the cognitive processes going on during literary reading is Jacobs' (2015) Neurocognitive Poetics Model. Although this model is not specific to mental simulation during reading, as is Kuzmičová's theory, the Neurocognitive Poetics Model does provide insight into the circumstances that make the occurrence of mental simulation during literary reading most likely. This theory is built on the premise that reading stories is more than just reading words on a page: if stories were processed as mere “cold” lists of words and sentences, they would probably not elicit strong emotions (Jacobs, 2015). Because stories challenge readers to create mental pictures during reading, readers can become emotionally involved when reading stories, but not when reading lists of words. In the paper introducing his Neurocognitive Poetics Model (NCPM), Jacobs (2015) argues that simulation is evoked by backgrounded elements in stories (as opposed to foregrounded elements).
 
                    At the heart of the NCPM lies the distinction between two routes of literary reading, a fast route and a slow route. The fast route is provoked by backgrounded elements in stories, such as familiar words and phrases, high frequency words, and highly imageable words. This route evokes fluent reading through implicit processing and fiction feelings and is hypothesized to be related to immersive processes during reading. Fluent reading is considered to be automatic and subconscious, just as mental simulation during reading is considered to be automatic and subconscious. Additionally, the hypothesized link between fluent reading and immersive processes is reminiscent of the link between mental simulation and immersive processes (elaborated in the section on offline studies of simulation). Therefore, it seems probable that mental simulation plays an important role in this mode of reading.
 
                    The slow route is provoked by foregrounded elements in stories: for example, metaphors, abstract and defamiliarizing language, rhyme and rhetorical devices. Foregrounded elements are hypothesized to evoke dysfluent reading through explicit processing and aesthetic feeling (Jacobs calls this the aesthetic trajectory). The outcome of dysfluent reading is the aesthetic appreciation of literature and poetry. Interestingly, this route is triggered by stylistic elements in stories, similar to Kuzmičová's (2014) rehearsal-imagery (see above). Although, in general, mental simulation seems to play a role in the fast route of reading, perhaps some forms of simulation (i. e., perceiving the stories as if one were reading them aloud) are actually more involved in the slow route of reading.
 
                    Interestingly, Kuiken and Douglas (2017, 2018) distinguish between simulation of content related to peri-personal space versus content related to extra-personal space. They hypothesize that processing (or simulating) objects in peri-personal space (such as sensorimotor imagery) is part of the slow, foregrounded route. In contrast, content related to extra-personal space (such as visuospatial imagery) is hypothesized to be part of the backgrounded, fast route of literary reading. As Jacobs (2015) does not go into detail about the involvement of different forms of mental simulation in the two routes of the NCPM, only future research will be able to determine whether different forms of mental simulation indeed play roles in different routes of the NCPM, and, if so, which levels of simulation play roles in which routes of literary processing.
 
                   
                  
                    Simulating Feelings
 
                    Apart from perceptually simulating objects and situations or motorically simulating actions described in stories, it is also possible to simulate story characters' feelings. Simulating feelings elicits those feelings in readers. According to Miall and Kuiken (2002) this can happen on four levels that differ in the “depth” of these feelings. Miall and Kuiken called the first, most basic, level evaluative feelings. This level comprises feelings like enjoyment of a story or reading pleasure – feelings that can drive a reader to continue reading a story but do not result in a deep involvement in the story.
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