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Preface

Scientific knowledge is characterized by methodical procedures and justification. It is achieved by research and theory formation. But what is a methodical procedure and what are methodically established justifications? What kind of principles must be observed in order to obtain the degree of objectivity that is generally claimed by science? What is the relation between science in the research mode, i. e. in its practical form, and science in the presentation mode, i. e. in its theoretical form? Do the same principles hold here? And how are they justified? Is it even possible to speak of justification in a theoretical sense? Or do we have to be content with less – with corroboration and confirmation? Is the distinction between the context of discovery and the context of justification the last word in methodical and theoretical matters? And how does this distinction relate to that between research and presentation – the constitution of (scientific) objects on the one hand and (theoretical) propositions about them on the other?

These questions, and many others, occur when we reflect on science, when we pursue the philosophy of science. Philosophy of science presents its essential problems and attempted solutions under the headings: theory structure, theory dynamics, and theory explication. Under theory structure, philosophy of science deals among other things with the structure and the construction of scientific languages and the structure of scientific explanations and laws. In theory dynamics the topics are the reconstruction of scientific developments, the problem of the semantic reducibility of one theory to another and the existence of transtheoretical criteria for comparing theories with one another with regard to their efficacy. In theory explication philosophy of science takes up the analysis and examination of concrete theories, for example, the question whether a theory of space, after the establishment of the definition of congruence, can be definitely determined empirically. Other topics can be added, like science assessment, i.e. the establishment of criteria for good scientific research and practice, and science ethics, i.e. the reflection on the moral and ethical problems that science is confronted with in the process of research and in view of the applications of scientific results. Is there such a thing as a specific ethics for science? And what is meant by the demand for an ethos of the scientist?

The analyses and constructions in this book take up these questions. They are explicitly intended as philosophical contributions, not only in the sense implied by the disciplinary use of the term philosophy of science, but also in the sense of a reflection on science that, alongside more technical aspects of methodologies and elements of theories, also has an eye for anthropological and cultural aspects.

The first part deals with conceptual and methodical themes. Science expresses itself in concepts and theories; concepts and theories determine scientific developments. Philosophy of science investigates these relations and elucidates them for a general understanding of the world and for science itself, which is often unaware of its own conceptual and theoretical form – as John Locke refering to Isaac Newton put it: “clearing the ground a little” (An Essay Concerning Human Understanding [1690], “The Epistle to the Reader”). This is the study of the epistemological foundations of science and of scientific understanding. It includes questions concerning the range of these foundations, i. e. their possible limits. The book’s second part opens a historical dimension. By means of examples, a focus is placed on the systematic (but also institutional) relations between history and philosophy of science. The third part deals with ethical and anthropological aspects of science. Science has not only a theoretical but also a practical form. As a rule philosophy of science deals with theoretical aspects of science, but here practical aspects, i. e. ethical and anthropological issues, are emphasized: Science taken not as a particular form of knowledge, but as an institution, as a social organization that is governed by ethical and social norms. The final part continues these institutional reflections on more specific topics like science assessment and concludes with an optimistic outlook: science – the last adventure.

Some of these considerations are based on already published material (mostly in places somewhat off the beaten path.) I owe significant impulses and advice to my former colleagues Martin Carrier, Stephan Hartmann and Peter McLaughlin. The book is dedicated to the memory of my former teachers at Oxford in 1962, Gilbert Ryle and Alistair C. Crombie.


	Konstanz, Spring 2018
	Jürgen Mittelstrass
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IConcepts



1Complexity, Reductionism, and Holism

There are concepts that belong to the basic terminology of science but which are not used in everyday scientific work – such as the concepts of natural law and causality. Such concepts touch on the epistemological foundations of science, and thus transcend individual disciplines and presuppose a particular interest, the interest in foundational questions of science, and presumably also special skills and competence. Not everything that belongs to these foundations is self-evident and not everything that is said about them in philosophy of science is universally accepted – which in turn lies in the fact that we are dealing with different theoretical approaches. Theory meets theory, and this does not always go without conflict.

In the following, as an introduction to considerations of a theoretical, methodological and epistemological nature, which especially deal with aspects of complex structures, some brief explications of a conceptual nature oriented towards the concepts of complexity, reduction and holism.

1. In a comprehensive presentation of the role that the concept of complexity plays in the development of modern science we read: “Complexity determines the spirit of twenty-first century science. The expansion of the universe, the evolution of life, and the globalization of human economies and societies all involve phase transitions of complex dynamical systems.”1 And further: “The theory of nonlinear complex systems has become a successful problem solving approach in the natural sciences – from laser physics, quantum chaos, and meteorology to molecular modelling in chemistry and computer-assisted simulations of cellular growth in biology. On the other hand, the social sciences are recognizing that the main problems of mankind are global, complex, nonlinear, and often random, too. Local changes in the ecological, economic, or political system can cause a global crisis. Linear thinking and the belief that the whole is only the sum of its parts are evidently obsolete.”2 In fact, complexity has become not only an important topic but also the key to scientific explanations in all areas of science.

This does not necessarily mean that conceptual clarity has been achieved in questions of complexity. For the concept of complexity displays different (scientific) meanings depending on the area to which it is applied, even while its basic meaning remains constant. Are the concepts used in different disciplines similar, or may a phenomenon be, for instance, biologically complex but physically not? Does the fact that some problems are in principle unsolvable for reasons of complexity (due to limited time and computational power) pose a problem for scientific practice? Shall our practice just ignore problems we cannot currently handle – or can science render apparently complex systems in simple underlying theories? Furthermore, is there a difference between the complex and the complicated such that some complex systems are not actually complicated even though all complicated systems are indeed complex. In general, again, complexity has become an important area of research in many disciplines in the last decades. For instance, the complexity and the ensuing unpredictability of weather systems has been known for a long time. And theoretical tools to master complexity have been developed in biology, where the apparent complexity of organisms has been used to argue against evolutionary theory, as well as in economics and social theory, where so-called “complexity theory” aims to help us understand systems which appear unsystematic.

As to the distinction between complexity and complicatedness3: The greater the number of objects and relations of a system, the greater its complexity. Complicatedness depends on the inhomogeneity of the object area. There can thus be systems of high complexity but small complicatedness (for example: organic molecules composed of numerous elements of few different kinds) whereas high complicatedness as a rule leads to complexity (for example: organisms). No wonder that the theory of complex dynamic systems, in which cause-and-effect connections are non-linear (for instance in the motion of more than two bodies under the influence of gravity), is currently becoming ever more influential, especially because of its many applications (another example the prediction of developments in the weather). This discipline closely joins newer mathematical methods such as chaos theory to older methods from statistics and probability theory.

In so far as the reduction of complexity is done in explanatory intent, this is achieved especially by model building. Models serve to simplify complex structures and to visualize abstract structures. Thus, astronomical models (for instance, in the form of orreries) were viewed in the sense of the first purpose (simplifying structures), and physical models (for instance in the form of the atomic model) were viewed in the sense of the second purpose (visualizing abstract, non-intuitive structures) and mechanical models (for instance, in the form of corpuscular models) generally in the sense of both purposes (describing visualizable situations that were nonetheless in need of explanation by the basic concepts of space, time, mass and force). As a rule, we should differentiate between scale models, analogue models and theoretical models. Scale models are enlarged or miniature replicas of real or imaginary objects, for instance, in the three-dimensional representation of the DNA-molecule (“double helix”). Analogue models represent an object in a structurally similar (homomorphic) other object, for instance, in the form of the planetary model of the atom (in physics) or computer models of the brain in the philosophy of mind. Theoretical models consist of a set of assumptions and equations with which the essential properties of an object or system are to be grasped, for instance (in the intuitive case) in the form of Niels Bohr’s atom model or of billiard balls models in the kinetic theory of gases.

As a rule a complex state of affairs cannot be completely grasped, even when models are applied. This is for instance the case where chance plays a role. The Copenhagen interpretation of quantum mechanics, that is, the theory of microphysical phenomena, assumes an irreducible, ontological contingency, that is, the existence of absolute chance in the physical world. The assumption is not uncontroversial. For instance, David Bohm’s interpretation of quantum mechanics suggests that the quantum world can in fact be grasped with causal-deterministic vocabulary. From this, and from the fact that Bohm’s interpretation and the Copenhagen interpretation of quantum mechanics are empirically indistinguishable4 , it follows that it may not be possible to find out whether there is really absolute chance in the world or not. All arguments for and against seem here to be relative to a physical theory and its interpretation. How are we supposed to know whether – remembering Albert Einstein’s admonition that God does not play dice – there is not the possibility of a deeper deterministic description that excludes accident while coping with complexity. Not only philosophy, but natural science as well has its difficulties with chance and necessity.

Nothing is changed by the circumstance that complex relations cannot be completely grasped. This can in turn be elucidated under the concept of predictability:5 Even in a deterministic world there are limits to predictability. Two reasons can be given in support of this. First, deterministic chaos. This refers to the strong dependence of a system’s states on the magnitude of defined parameters. Since the magnitude of these parameters can never been known, the prediction of system’s states is bound by uncertainty, which translates into a range of different developments in chaotic systems. Second, the problem of a Laplace’s demon. This label (credited to Emil Du Bois-Reymond6) refers to a fictitious superhuman intelligence, which – under the assumption of a stable, closed and all-determined system typical for a mechanistic worldview – knows of all initial conditions of all possible movements and thus can predict the location of any particle for every point in time. Now, quantum mechanical systems are non-deterministic with regard to conjugate variables such as position and momentum. Rather, they are statistical, i. e. incalculable even by Laplace’s demon. But whatever holds for a deterministic world also holds for a complex world and its reductions.

2. With the concept of reduction or reductionism philosophy of science denotes, on the one hand, an essential aspect of scientific theory formation and, on the other, a procedure that describes the successful reduction of one theory to another. In general the concept of reduction involves tracing back entities, concepts or theories to others. Reductions serve the goal of unification of the scientific world picture through the use of as uniform a conceptual system – and consequently ontology – as can be had and the elimination or replacement of philosophically or methodologically problematical concepts (or the entities they refer to) by unproblematic concepts (ontological reduction). Examples are the reduction of phenomenological thermodynamics to statistical dynamics, the reduction of Mendelian genetics to molecular genetics and the ontological reduction of psychological processes to physical processes via a theory reduction of psychology to neurophysiology.

One expression of a reductionistic programme is so-called physicalism, that is, the programme to express all (non-logical) expressions of a unified scientific language in the language of physics. There are two versions: “The strictest version of physicalism restricts all scientific theories to the terms of currently accepted physics. This view demands, for example, that all processes or objects can be assigned a particular quantum of energy. A weaker variant of physicalism demands the completeness of the physics of the time. This conception accordingly takes the historical change of physics explicitly into account. This view of physicalism makes a comprehensive claim for the validity of the theory of inorganic phenomena and asserts that all entities (i.e., including biological and psychological ones) are physical. A further weakening of the concept of physicalism results if only the natural sciences of the time taken as a whole are set to be comprehensive and complete. In particular, this includes the possibility that biology is not reducible to the theory of inorganic phenomena, but must have recourse to special regularities. In this form of physicalism (…) emergent terms and laws are admissible in principle.”7

Now, a claim for derivability of the reduced theory from the reducing theory presupposes that both are compatible with one another. But since the reducing theory is designed to correct and improve the reduced theory, this in turn presupposes that both are incompatible. That is, the formal and informal conditions of reduction cannot be satisfied simultaneously; the correction of T1’s laws by T2 precisely excludes their derivation.8 This, again, is the reason why Karl Popper rejects the idea of reducibility of theories to one another and defends the incompatibility of successive theories. The principle of a critical examination characterizing a logic of scientific discovery requires, according to Popper’s concept of falsifiability and the asymmetry of verification and falsification, a pluralism of theories so as to be able to select a “successful” one. Progress among theories is due to the ongoing process of critical revision of existing theories from the perspective of truth or at least verisimilitude.

3. Compared to the approaches represented in the programme of reduction, analogies display a weak form of relationship between entities, concepts or theories. Here the point is that this connection can be materially different but formally the same. We should distinguish between structural and functional analogies: “If the correspondence of particular relationships among the elements of a system with one another is reversibly unique to those among elements of another system (without there needing to be a correspondence between the elements themselves), we say that both systems agree partially in their structure or that a ‘structural analogy’ holds between them. If one grasps similarity as agreement of two systems in certain (not all) ‘characters’ in the sense of properties of their elements or element groups, then similar systems agree also in the relationships between the corresponding elements or element groups and are thus structurally analogous.”9 An example would be again Bohr’s planetary model of the atom. A “functional analogy” between two systems on the other hand occurs if these are equally suited for a particular purpose, that is, interchangeable for achieving that purpose. An example here: the concept of force in physics and everyday life. Epistemologically speaking, both cases are forms of similarity, that is, agreement of two systems in some, but not necessarily all, characteristics. Analogue models accordingly represent a system or an object in a structurally similar (homomorphic) or in a functionally similar system or object.

4. The line of thought pursued here in the case of the concepts complexity, reduction and analogy lead in the philosophy of science to a position that on the one hand turns against the reductionist programme and on the other hand represents the attempt to do justice to the actual complexity of scientific objects, concepts or theories in a different manner as well, namely in the sense of a unity to be regained, a holistic unity of disciplinary and transdisciplinary explanations.10 Under the designation holism are to be understood methodological approaches to the explanation of conceptual or empirical phenomena, that take their point of departure from a “holistic” point of view. Conceptually or methodologically, the issue is in particular the distinction between the part-whole relation and the element relation, since wholes are understood as compositions of parts but not merely as the sum of their parts. This is the case because the relations determining the composition make the whole an independent unity, whose qualities cannot be completely traced back to the qualities of the parts. The concept holism was introduced in 1926 in a biological context.11 It also plays a role in the interpretation of quantum theory, in social-scientific theory formation and in the theory of confirmation.

In biology the concept of holism designates the attempt, in opposition to the particular positions of mechanism and vitalism, to derive all phenomena of life from a holistic “metabiological principle.” According to this view biological processes can be adequately explained only if organisms are not grasped as isolated natural bodies (as in physics), but are rather seen in structure and function as standing in inseparable interaction with their own subsystems and the environment. Depending on how this abstract principle is conceptualized, it has either found general recognition in biology or been dismissed as incompatible with the biological facts. For the paleontologist Edgar Dacqué, for instance, holism was a methodological part of a teleological conception of evolution in which humankind, as the primeval form of life, included all the developmental possibilities of the animal kingdom (the animal species appear in this conception as dead ends in biological development).12 In physics the appearance of so-called entangled states in quantum theory is often viewed as a violation of the principle of separation and as the basis for an ontological holism. This principle states that every physical system possesses its fundamental properties independent of other systems distinct from it. The exhibition of these properties, but not their presence, can be influenced by their interactions with other systems. In composite systems the state of the aggregate system results from the states of the subsystems and their interactions.

In entangled states, such as described in the so-called Einstein-Podolsky-Rosen paradox, an aggregate system consisting, for instance, of two initially coupled and later separated particles has constant properties – it is in a pure state – although this does not hold for the subsystems. The aggregate system exists in a well-defined state, whereas the subsystems do not possess the correlated properties (such as spin and polarization) independently of one another. The probability distribution for the appearance of particular property values of the aggregate system cannot be calculated as the product of such probability distributions for the subsystems. Accordingly the state of the aggregate system does not supervene on the states of the sub-systems. The holism of quantum theory is expressed in the violation of the principle of separation, through which the whole is ascribed primacy before the parts.

In the philosophy of the social sciences methodological holism is the view that social relations can only be interpreted and explained in terms of social wholes. This holism is methodological insofar as it primarily refers to the conditions of understanding. The counter-position is so-called methodological individualism, as advocated, for instance, by Popper among others. According to this individualism all social relations can be explained out of the actions of individual persons and their interactions, which in turn can be traced back to motives and beliefs and thus need not necessarily refer to social wholes. Opposed to this position, advocates of holism such as Karl Marx and Émile Durkheim postulate the impossibility of abstracting from the influence of social institutions on the behaviour of individuals. According to Marx social conditions and their development can only be interpreted in categories of social “totalities” such as relations of production or classes; for Durkheim institutions such as family or religious communities act as social facts upon the individual.

While biological, quantum-physical and social-scientific elaborations of holistic notions are supposed to serve the particular interpretative and explanatory needs of partial areas of investigation, the so-called confirmation holism of philosophy of science deals with the over-arching thesis that theories can only be empirically evaluated as wholes. This form of holism arises in the framework of a hypothetical-deductive conception of empirical testing and confirmation, according to which the investigation of the tenability of a hypothesis, not comprehensively testable by immediate observation, is carried out by deriving empirically accessible consequences. If the consequences turn out to be true, the hypothesis is taken to be empirically confirmed. However, Pierre Duhem pointed out that the derivation of empirical consequences must have recourse to numerous other hypotheses, for instance, those taken from background knowledge or those about the function of the measuring instruments applied. Every successful test confirms not only the hypothesis under consideration, but also the entire group of hypotheses used in the testing process.

Similar arguments are made in philosophy of science in the framework of so-called meaning holism or semantic holism. Here, the meaning of individual concepts or propositions results from their interactions with other linguistic structures. They do not have meaning in isolation but only in the context of comprehensive language systems. This holism arises out of confirmation holism when it is joined to the verificationist premise that the conditions of empirical testing provide information on meaning. A further ground is the realization that the meaning of scientific concepts is understood only in the context of the corresponding scientific theory and cannot be acquired by knowledge of the appropriate definitions alone. The meaning of a concept like that of force can be clarified only by the role that it plays in the system of the laws of mechanics. According to this context theory of meaning a scientific concept acquires its specific content only through its integration in theory.

As an aside let me remark that holistic approaches of this kind lead to the concept of emergence insofar as, both in the sense of the confirmation holism and also in the sense of semantic holism, it is the system-properties that give us information about the behaviour of the system. These properties are in turn emergent.13 Emergence says again that it is impossible to use characteristics of elements and the interrelations between these to describe characteristics of ensembles or make predictions about them. The core element of a strong emergence thesis is a non-derivability or non-explainability hypothesis of the system characteristics shaped from the characteristics of the system components. An emergent characteristic is non-derivable; its occurrence is in this sense unexpected and unpredictable. Weak emergence is limited to the difference of the characteristics of systems and system components and is compatible with the theoretical explainability of the system characteristics. Weak emergence in turn is essentially a phenomenon of complexity.

Here, too, our considerations return us to the concept of complexity, which is, from the perspective of philosophy of science as well, the key concept of the modern development of science and points to the future, possibly also to the limits, of scientific progress.






2Predictability, Determinism, and Emergence

Humans are creatures for whom the future is part of present existence, bounded by uncertainty in many respects, but indispensable for comprehending the present. Immanuel Kant views the “anticipation of the future” as the “most decisive proof of man’s advantage, in that he is able to prepare for remote objectives in keeping with his destiny.”14 And for Martin Heidegger, the structure of human existence is future oriented in itself.15 In one sense this holds for ordinary experience, as reflected in anthropological studies, and in yet another sense it holds for science and leads – in connection with the original Greek idea of order in the physical world – to epistemological analysis. In both areas, predictability is the attempt to deal with the future, and in science – for example in the thesis of the structural identity of explanation and prediction – it is also a crucial criterion of a theory. Predictions serve as both an application of a theory and as its confirmation. The following discussion is limited to addressing the problems connecting to these scientific issues.

1. Problems with predictability in science have been discussed for a very long time. This is particularly so for complex relationships. A classic example is the hole in the ozone layer, or, the effects of chlorofluorocarbons (CFCs) on the high atmosphere ozone layer. In this case, the causal relationships of the chemical reactions are so complex that it is almost impossible to predict their effects. After all, it was difficult enough to explain the mere occurrence of the effect. Just as well, it is a common fact that small causes can have large, unpredictable effects. Ice ages, for example, according to recent scientific research, are caused by a relatively minor cooling down in the earth’s atmosphere. This, in turn, is caused by a decreased intensity in the rays of the sun, which results from peculiarities of the earth’s revolving around the sun, in particular its varying eccentricity as well as variations in its orientation and the gradient of the earth’s axis. The crucial point is that this trifling cooling down leads to a change in flow in the North Atlantic. In particular, the warm flow, which comes to the surface near Iceland and is responsible for the warm climate in Europe, is diverted. This leads to a much harsher climate in the north, which, in turn, contributes toward cooling at the global dimension.16 Thus small changes in the conditions cause, in this case, considerable changes in the state of the system as a whole.

Another example is related to Max Planck’s (epistemologically problematic) exploration of free will, which has recently become relevant again for brain science. Embarking from the concept of causal universality, i.e. the assumption of causal closure of the world, Planck argues that the will is also causally determined, although mental events, e. g. thoughts, are unpredictable – even for an ideal observer – due to their manifold dependencies. For Planck, this is also relevant for the relations between a willing and a perceiving self (the ideal observer): “Each new observation (…) gives rise to a new motive, and the recognition of this motive in turn creates a new situation. The series is infinite, and since the observed person (the willing ego) owes no obedience to the observer (the percipient ego), we shall never be able to claim with certainty that the eventual decision must be in the sense of the observer’s latest discovery.”17 This has, following Planck, no bearing on the continued validity of a causal law.

2. On this topic, the most commonly discussed example is chance in quantum mechanics. Quantum mechanics imposes serious limitations on the predictability of events. The central principle of the theory is Schroedinger’s equation, which serves to determine the “state function” or “wave function” of a quantum system. The state function is generally taken to provide a complete description of quantum systems; no properties can be attributed to such a system beyond the ones expressed in terms of the state function. Erwin Schroedinger’s equation determines the time development of the state function unambiguously. In this sense, quantum mechanics is a deterministic theory.

However, apparently irreducible chance elements enter when it comes to predicting the values of observable quantities. The measurement process in quantum mechanics is described as the coupling of the quantum system to a particular measuring apparatus. Schroedinger’s equation yields, then, a range of possible measuring values of the quantity in question, each of these values being labelled with a probability estimate. That is, Schroedinger’s equation only provides a probability distribution and does not anticipate particular observable events. Quantum mechanics is extended to actual measuring values by adding the so-called “projection postulate.” This postulate is independent of Schroedinger’s equation and says that one of the possible measuring values is assumed in actuality. The spectrum of possible values collapses into the one value that is obtained in the measurement. In repeated measurements of the same kind, the relative frequencies of the values coincide with the probability estimates supplied by Schroedinger’s equation.

The salient point is that, according to present lights, this collapse of the state function, i.e., the selection of the actual measuring value from the range of possibilities is a genuinely indeterministic process whose outcome cannot be predicted on any basis whatsoever. These obstacles to prediction, as they become manifest in quantum mechanics, have nothing to do with the ignorance of the prevailing initial conditions. Given a complete description of the quantum state, chance fluctuations at the level of observables will yet occur. Quantum mechanics involves in-principle limitations of predictability to the effect that, for instance, it is objectively indeterminate when a given radioactive nucleus will decay. Such limitations are not merely epistemic constraints, but rather represent an ontological indeterminateness.

Heisenberg’s so-called indeterminacy relations are a consequence of Schroedinger’s equation, although historically they were formulated independent of this equation and prior to its enunciation. The Heisenberg relations place severe limitations on the simultaneous measurement of what is called “incompatible” or “incommensurable” quantities like position or momentum or spin values in different directions. The more precise one of the quantities is evaluated, the more room is left for the other one. Like the constraints mentioned before, the limitations set by the Heisenberg relations have nothing to do with practical impediments to increasing measurement accuracy that might overcome by improved techniques. Rather, the relations express limitations set by the laws of nature themselves.

Heisenberg’s indeterminacy relations entail serious restrictions of the prediction of future quantum states. For ease of illustration consider the following spin measurements. Spin states are quantized; they possess only two possible values in each direction, namely, “spin up” or “spin down.” A beam of electrons can be “spin-polarized” by sending the particles through a suitably shaped magnetic field (a Stern-Gerlach apparatus). That is, the spin of all electrons in, say, x-direction after exiting from the setup is, say, “up.” This result can be confirmed by a second measurement of the same quantity performed directly after the first. 100% of the electrons come out “spin up” in the x-direction. Let the beam then pass through the same setup but now measuring the spin values in the y-direction, perpendicular to x. The outcome is that one half of the beam exhibits “spin up” and the other half “spin down.” If the beam is finally sent through the apparatus this time oriented again in x-direction, the perplexing result is that 50% of the electrons are registered “spin up” and “spin down,” respectively.

Correspondingly, the first measurement, in spite of its quite unambiguous result, could not be utilized for a prediction once a measurement of an incompatible quantity has been carried out. Again, this is a matter of principle. There is no way of anticipating the joint values of incompatible quantities below the threshold set by the Heisenberg relations. As a result, inherent limitations prevent us from predicting the future states of such quantities.

This element of genuine, irreducible chance troubled Albert Einstein very much. Einstein accepted statistical accounts if they could be viewed as growing out of incomplete knowledge of the relevant conditions and states. Quantum mechanics differed from all other statistical theories in physics in that the invocation of probability could not be attributed to human ignorance. Einstein’s commitment to a determinist world was his chief reason for dissenting from quantum mechanics. As he wrote to Max Born, he found the idea “unbearable” that an electron decides on its own in which direction to move. If this turned out to be true he preferred to be an employee in a gambling casino rather than a physicist.18 In the same vein, Einstein told Born that quantum mechanics does not bring us closer to God’s mystery. After all, God does not throw dice.19 This episode bears witness to the fact that in-principle constraints on predictability represent a serious deviation from the notion of Laplace’s demon which is the core element of the traditional, ignorance-focused account of chance and probability.

To repeat once more: Current wisdom holds there are fundamental processes in the quantum world that inhibit randomness, which implies general limits of predictability. Nevertheless this is by and large irrelevant to macroscopic phenomena; with large numbers of atoms the uncertainties average themselves out. This, in turn, brings us to the fundamental question of the relationship between determinism and predictability.
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