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Preface

This dictionary arose out of a continu-
ing interest in the resources needed by
students and researchers in the fields of
image processing, computer vision and
machine vision (however you choose
to define these overlapping fields). As
instructors and mentors, we often found
confusion about what various terms and
concepts mean for the beginner. To sup-
port these learners, we have tried to
define the key concepts that a compe-
tent generalist should know about these
fields.

This second edition adds approxi-
mately 1000 new terms to the more than
2500 terms in the original dictionary. We
have chosen new terms that have entered
reasonably common usage (e.g., those
which have appeared in the index of
influential books) and terms that were
not included originally. We are pleased
to welcome Toby Breckon and Chris
Williams into the authorial team and to
thank Andrew Fitzgibbon and Manuel
Trucco for all their help with the first
edition.

One innovation in the second edition
is the addition of reference links for a
majority of the old and new terms. Unlike
more traditional dictionaries, which pro-
vide references to establish the origin
or meaning of the word, our goal here
was instead to provide further informa-
tion about the term.

Another innovation is to include a few
videos for the electronic version of the
dictionary.

This is a dictionary, not an encyclo-
pedia, so the definitions are necessarily
brief and are not intended to replace a
proper textbook explanation of the term.
We have tried to capture the essentials of
the terms, with short examples or math-
ematical precision where feasible or nec-
essary for clarity.

Further information about many of the
terms can be found in the references.
Many of the references are to general
textbooks, each providing a broad view

of a portion of the field. Some of the
concepts are quite recent; although com-
monly used in research publications, they
may not yet have appeared in mainstream
textbooks. Subsequently, this book is also
a useful source for recent terminology
and concepts. Some concepts are still
missing from the dictionary, but we have
scanned textbooks and the research liter-
ature to find the central and commonly
used terms.

The dictionary was intended for begin-
ning and intermediate students and
researchers, but as we developed the dic-
tionary it was clear that we also had some
confusions and vague understandings of
the concepts. It surprised us that some
terms had multiple usages. To improve
quality and coverage, each definition was
reviewed during development by at least
two people besides its author. We hope
that this has caught any errors and vague-
ness, as well as providing alternative
meanings. Each of the co-authors is quite
experienced in the topics covered here,
but it was still educational to learn more
about our field in the process of compil-
ing the dictionary. We hope that you find
using the dictionary equally valuable.

To help the reader, terms appearing
elsewhere in the dictionary are under-
lined in the definitions. We have tried to
be reasonably thorough about this, but
some terms, such as 2D, 3D, light, cam-
era, image, pixel, and color were so com-
monly used that we decided not to cross-
reference all of them.

We have tried to be consistent with the
mathematical notation: italics for scalars
(s), arrowed italics for points and vectors
(�v), and bold for matrices (M).

The authors would like to thank Xiang
(Lily) Li, Georgios Papadimitriou, and Aris
Valtazanos for their help with finding cita-
tions for the content from the first edi-
tion. We also greatly appreciate all the
support from the John Wiley & Sons edi-
torial and production team!





Numbers

1D: One dimensional, usually in ref-
erence to some structure. Examples
include: a signal x(t) that is a function
of time t; the dimensionality of a sin-
gle property value; and one degree of
freedom in shape variation or motion.
[Hec87:2.1]

1D projection: The projection of data
from a higher dimension to a single
dimensional representation (line).

1-norm: A specific case of the p-norm,
the sum of the absolute values of the
entries of a given vector �x, ‖�x‖1 =∑n−1

i=0 | �xi |, of length n. Also known as
the taxicab (Manhattan) norm or the
L1 norm. [Sho07]

2D: Two dimensional. A space describ-
able using any pair of orthogonal basis
vectors consisting of two elements.
[WP:Two-dimensional_space]

2D coordinate system: A system
uniquely associating two real numbers
to any point of a plane. First, two
intersecting lines (axes) are chosen
on the plane, usually perpendicular to
each other. The point of intersection
is the origin of the system. Second,
metric units are established on each
axis (often the same for both axes) to

x axis

Px

y axis

Py
P

associate numbers to points. The coor-
dinates Px and Py of a point, P , are
obtained by projecting P onto each
axis in a direction parallel to the other
axis and reading the numbers at the
intersections: [JKS95:1.4]

2D Fourier transform: A special case
of the general Fourier transform often
used to find structures in images.
[FP03:7.3.1]

2D image: A matrix of data represent-
ing samples taken at discrete intervals.
The data may be from a variety of
sources and sampled in a variety of
ways. In computer vision applications,
the image values are often encoded
color or monochrome intensity sam-
ples taken by digital cameras but may
also be range data. Some typical inten-
sity values are: [SQ04:4.1.1]

10  09 08 09 20 31 

21 16 12 10 09

06 21 11

07 06 01 02 08 42

17 12 09 04

Image values

2D input device: A device for sampling
light intensity from the real world into
a 2D matrix of measurements. The
most popular two-dimensional imag-
ing device is the charge-coupled device
(CCD) camera. Other common devices
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are flatbed scanners and X-ray scan-
ners. [SQ04:4.2.1]

2D point: A point in a 2D space,
i.e., characterized by two coordinates;
most often, a point on a plane, e.g.,
an image point in pixel coordinates.
Notice, however, that two coordinates
do not necessarily imply a plane: a
point on a 3D surface can be expressed
either in 3D coordinates or by two
coordinates given a surface parameter-
ization (see surface patch). [JKS95:1.4]

2D point feature: Localized structures
in a 2D image, such as interest points,
corners and line meeting points (e.g.,
X, Y and T shaped). One detector for
these features is the SUSAN corner
finder. [TV98:4.1]

2D pose estimation: A special case
of 3D pose estimation. A fundamen-
tal open problem in computer vision
where the correspondence between
two sets of 2D points is found. The
problem is defined as follows: Given
two sets of points {�xj } and {�yk}, find
the Euclidean transformation {R, �t}
(the pose) and the match matrix
{M jk} (the correspondences) that best
relates them. A large number of tech-
niques has been used to address this
problem, e.g., tree-pruning methods,
the Hough transform and geometric
hashing. [HJL+89]

2D projection: A transformation map-
ping higher dimensional space onto
two-dimensional space. The simplest
method is to simply discard higher
dimensional coordinates, although
generally a viewing position is used
and the projection is performed.

3D solid

Viewpoint

Projected points

2D space

For example, the main steps for a
computer graphics projection are as

follows: apply normalizing transform
to 3D point world coordinates; clip
against canonical view volume; project
onto projection plane; transform into
viewport in 2D device coordinates
for display. Commonly used projection
functions are parallel projection and
perspective projection. [JKS95:1.4]

2D shape descriptor (local): A com-
pact summary representation of object
shape over a localized region of an
image. See shape descriptor. [Blu67]

2D shape representation (global): A
compact summary representation of
image shape features over the entire
image. See shape representation.
[FP03:28.3]

2D view: Planar aspect view or pla-
nar projected view (such as an image
under perspective projection) such
that positions within its spatial repre-
sentation can be indexed in two dimen-
sions. [SB11:2.3.1]

2.1D sketch: A lesser variant of the estab-
lished 2.5D sketch, which captures
the relative depth ordering of (pos-
sibly self-occluding) scene regions in
terms of their front-to-back relation-
ship within the scene. By contrast, the
2.5D sketch captures the relative scene
depth of regions, rather than merely
depth ordering: [NM90]

Image

2.1D Sketch

Relative
scene
depth

2.5D image: A range image obtained
by scanning from a single viewpoint.
It allows the data to be represented
in a single image array, where each
pixel value encodes the distance to
the observed scene. The reason this
is not called a 3D image is to make
explicit the fact that the back sides of
the scene objects are not represented.
[SQ04:4.1.1]
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2.5D model: A geometric model repre-
sentation corresponding to the 2.5D
image representation used in the
model to (image) data matching
problem of model-based recognition:
[Mar82] An example model is:

2.5d model of scene show in photograph

(insert, to
p) − from viewpoint of arrows

2.5D sketch: Central structure of Marr’s
Theory of vision. An intermediate
description of a scene indicating the
visible surfaces and their arrangement
with respect to the viewer. It is built
from several different elements: the
contour, texture and shading informa-
tion coming from the primal sketch,
stereo information and motion. The
description is theorized to be a kind
of buffer where partial resolution of
the objects takes place. The name
2.5D sketch stems from the fact that,
although local changes in depth and
discontinuities are well resolved, the
absolute distance to all scene points
may remain unknown. [FP03:11.3.2]

3D: Three dimensional. A space describ-
able using any triple of mutu-
ally orthogonal basis vectors consist-
ing of three elements. [WP:Three-
dimensional_space]

3D coordinate system: Same as 2D
coordinate system but in three dimen-
sions: [JKS95:1.4]

+Z

+Y

+X

3D data: Data described in all
three spatial dimensions. See also
range data, CAT and NMR. [WP:
3D_data_acquisition_and_object_
reconstruction] An example of a 3D
data set is:

3D data acquisition: Sampling data in
all three spatial dimensions. There is
a variety of ways to perform this
sampling, e.g., using structured light
triangulation. [FP03:21.1]

3D image: See range image.

3D imaging: Any of a class of techniques
that obtain three-dimensional informa-
tion using imaging equipment. Active
vision techniques generally include a
source of structured light (or other
electromagnetic or sonar radiation)
and a sensor, such as a camera
or a microphone. Triangulation and
time-of-flight computations allow the
distance from the sensor system to
be computed. Common technologies
include laser scanning, texture projec-
tion systems and moiré fringe methods.
Passive sensing in 3D depends only
on external (and hence unstructured)
illumination sources. Examples of such
systems are stereo reconstruction and
shape from focus techniques. See also
3D surface imaging and 3D volumetric
imaging. [FMN+91]

3D interpretation: A 3D model, e.g.,
a solid object that explains an image
or a set of image data. For instance,
a certain configuration of image lines
can be explained as the perspective
projection of a polyhedron; in simpler
words, the image lines are the images
of some of the polyhedron’s lines. See
also image interpretation. [BB82:9.1]

3D model: A description of a 3D
object that primarily describes its
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