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Preface

			In 1960, there was no Society for Neuroscience (SfN), no Neurosciences Research Program (NRP), and neither an International (ISN) nor American (ASN) Society for Neurochemistry. By 1980, the SfN had a membership of over seven thousand, the ISN had about one thousand, and the ASN’s membership approached eight hundred. Also, by 1980, the NRP had held three intensive study programs of several weeks each that had consolidated its role as a major catalytic force in the development of neuroscience.

			In 1960, the structure of DNA and RNA were both known, and RNA was presumed to carry intermediate information that converted the sequence of four different nucleotides in DNA into the sequence of twenty amino acids in a protein; but how the information was transformed and how the assembly of amino acids into proteins took place was a mystery. By 1980, the genetic code for specifying all twenty amino acids had been deciphered, and the process of protein synthesis was well understood.

			In 1960, the amino acid sequence of only one protein (insulin) and two peptides (oxytocin and vasopressin) was known. By 1980, thousands of proteins and peptides had been sequenced.

			In 1960, the mechanisms for memory storage in the brain were totally unknown. The brain was seen as a conglomerate of hardwired circuits, though some mechanism of plasticity was presumed to exist at some level. The units of experiential information in the brain were variously believed (with little empirical evidence) to be in either a molecular or electrophysiological form, encoded at either very specific and nonredundant loci or in broadly dispersed and imprecise patterns throughout the brain, definable only in terms of statistical probabilities. By 1980, the unit of experiential information was still uncertain, but the involvement of broad areas of the brain in the storage and retrieval of memory was accepted. While the idea that chemistry alone could encode behavioral information as it did genetic information was dead by 1980, the neurochemical function and plasticity of synaptic connections between nerve cells was understood in considerable detail, providing the broad outlines and some elementary examples of how plasticity (hence learning) in the brain could occur.

			In 1960, most scientists working on the brain—including those studying the neurological basis of behavior—identified as professionals in the academic fields of their training: as psychologists, anatomists, physiologists, biochemists, or pharmacologists. By 1980, researchers on the brain were more likely to be combining approaches from two or more of those classical fields and identifying as members of the newly amalgamated field of neuroscience.

			In short, neuroscience coalesced as a unified field of study during the 1960s and 1970s. This occurred primarily in North America and Europe, though labs throughout the world contributed.

			These same two decades saw an increase in turmoil around the world, especially in the mid-East, on the Asian subcontinent, and in Southeast Asia. The regional war in Vietnam embroiled the United States in particular as the 1960s and early ’70s progressed. This coincided with a dramatic advance in the civil rights movement at home and an uptick in violence as minority aspirations, so long suppressed, erupted in frustration across the land. Domestic tranquility was further strained by growing opposition to the war in Vietnam.

			I entered my senior year in high school in 1960, determined to become a scientist because I loved the enticing hints of the lifestyle of scientific research that I had tasted. During the coming decade as neuroscience was consolidating from different fields and coming into focus for me personally, I labored through years as a student, became a husband and parent, settled on and pursued scientific goals, and strove to achieve my ideal fusion of teacher and researcher. Like the world around me, those personal experiences were turbulent at times, and nothing like the lockstep successes that we read about every October when the Nobel Prize recipients are announced.

			Unlike the majority of characters who appear in this book, I wasn’t educated at an elite school, didn’t work as a postdoc with a Nobel laureate, or spend the formative years of my academic career at cutting-edge institutions like the National Institutes of Health. Nor did I achieve the fame that most of them enjoyed. But I did get to know many of them and respect nearly all of them and build what successes I did enjoy on their accomplishments and those of others, as all scientists do. In this regard, of course, I am much more typical of the thousands of scientists who do their part in advancing knowledge without notable recognition than the much smaller number who enjoy spectacular success.

			This book is written to show how individual goals intertwine with the technologies at hand to push scientific knowledge forward, often erratically, and always in the context of social forces and personal ups and downs. My sister once said to me, in effect, “I get it that you’re a scientist, but what do you actually do? What are your days like? How do you spend your time?” Fortunately for my sister, I did not then and will not now itemize the long hours of monotony that most work in the lab or field actually entails. But I was inspired by her question to try to explain what science is about in the larger sense, how it is carried out, and why those who pursue it consider themselves so fortunate.

			My story is intricately entangled with the growth of the neuroscientific and neurochemical organizations that were created between 1960 and 1980 and the scientists who developed them as they made significant advances in understanding how the brain works. By luck and circumstance, I got to know most of them and have endeavored to tell their stories in broad outline alongside my own, both before and after we became acquainted.

			Because this is a true story, intended as an authentic historical document, I have tried to be as accurate as possible. Throughout the early years of my career, I kept a detailed journal of my daily activities, which I’ve drawn upon in writing this book. My other major source of information has been detailed interviews granted to me generously by Marc Abel, George Adelman, Bernard Agranoff, Samuel Barondes, Robin Barraco, Edward Bennett, Floyd Bloom, Rodney Bryant, Bill Byrne, Dennis and Nancy Dahl, Dominic Desiderio, Adrian Dunn, Arnold Golub, Avram Goldstein, Dianna Johnson, David Malin, James McConnell, James McGaugh, Mark Rosenzweig, Fred Samson, Richard Thompson, Alberte Ungar, and John Wilson. Autobiographical accounts by several of the major characters provided additional and confirming information. They, and other published sources, have been cited in the text.
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Could This Be the Way a Career 
Ends—in DuBois, Pennsylvania?

			At ten o’clock in the morning on the last day of 1976, with the temperature at five degrees above zero in a stiff wind, my wife, Carol, our son, Anthony, and I drove out of our driveway in Detroit onto the Lodge Freeway and the interstates beyond that would take us away from Michigan forever. Carol and Anthony rode in the Mustang—the first car Carol and I had bought together—and I drove the VW camper accompanied by the family cat. The heater in the Mustang was functional; the one in the camper was not, and the cat demanded a transfer to the Mustang before we had reached Toledo. For ten frozen, grueling hours, we drove across northern Ohio, reaching as far as DuBois, Pennsylvania, well after dark. There in a Holiday Inn, with Carol and Anthony already asleep, I soaked in a hot bath and reflected on what had been, on the whole, a depressing year. Boston would be a bare reprieve, but the script of my career was not playing out the way I had composed it in the heady days of Houston ten years earlier or the toil and triumph of graduate school in Kansas. Whatever I had thought I would be doing by seven years after my PhD, it was certainly not going to bed without a party on New Year’s Eve in a motel in DuBois, Pennsylvania.

			By the time I had earned my doctorate at the age of twenty-six, I had published two papers (one in Science), been awarded a National Science Foundation predoctoral fellowship, worked with a world-renown neuropharmacologist, and befriended a number of the most eminent neuroscientists in the nation. Within another year, I would publish the first of numerous papers on the biochemistry of learning and memory, fully expecting to become a leader in that exciting field, and would secure a tenure track faculty position in New York City. Now on a dismal, frozen day less than seven years later, having lost my second faculty position in four years, I was driving across the Midwest with no prospect in sight of another research lab for pursuing my dream of research on the mechanisms of memory or a faculty position to fulfill my love of teaching. Where had it all gone off the rails?

			* * *
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On the Brink

			As the second half of the twentieth century unfolded, breakthroughs in science and technology were quickening. The decade of the 1950s would see the launch of the space race; the development of the computer; proliferation of television; scientific study of human sexuality and research leading to birth control; the prospect of eradication of infectious diseases, including the scourge of polio; and the advent of drugs finally capable of treating the worst problems in mental health. To be sure, technology offered the prospect of a frightening future as well, with acceleration of the nuclear arms race. But scientists in general were held in high regard; and especially the launch of Sputnik by the Soviet Union in 1957 goaded the nation into a crash effort to educate more scientists, mathematicians, and engineers.

			First Taste of the Rare and Sublime

			Highlands High School in San Antonio, Texas, opened with a lot of fanfare and an unfinished auditorium in September 1958. Built at a cost of three million dollars on a scenic hilltop commanding the southeast quadrant of the city, it was the pride of the San Antonio public school system—one of the first of a wave of modern high schools built across the country as the postwar baby boom groped toward adolescence. At the age of fifteen, I was part of the swell but, prior to its crest, a member of that generation in transition between Eisenhower and Kennedy, slide rules and calculators, Elvis and the Beatles. I was one of the first two thousand students through the doors of Highlands High School, interested above all in football, but already aware of my limitations as an athlete; interested in journalism from the inspiration of a daily diet of Jim Bishop columns over many years; and interested especially in science because of the way the world was moving at the time.

			The formative event of my teenage years, as far as my future career was concerned, was the launch of Sputnik in October of 1957—my last year in junior high. I remember hearing the first news bulletins as I pasted together a scrapbook on the football season then underway. With an artificial satellite orbiting overhead, I sensed that the world had fundamentally changed that evening, and I wanted to be a part of those who would build the brave new world that was certain to follow. Like so many of my contemporaries at that idealistic age, I was impressed with and inspired by the apparent power and promise of science and technology.

			Although the space program provided an ongoing melodramatic reinforcement of the glamour of science, as I advanced through high school, the more intimate and small-scale manipulations of chemistry commanded an increasing share of my interest. At Highlands High School, with its modern chemistry lab and Homer Jackson, a truly absentminded professor who taught science as a joyful experience, I finally had a science course in school that matched my romantic image of science as it seemed to be happening in the larger outside world.

			With leftover chemicals and discarded glassware from my high school lab, I began to assemble a laboratory at home, where I could fiddle into the night with projects outside the conventional chemistry curriculum. My mother watched in dismay as my bedroom evolved into a chamber for culturing fungi, heating breadcrumbs to the point of combustion, testing soil from neighborhood gardens, and like activities suggesting that her son had a curious mind in more ways than one.

			By the time my chemistry course had ended, I had managed to complete a term project on the mechanism of bleaching, using my mother’s various household bleaches and detergents. My conclusions were not startling, but the project was important because it confirmed for me the particular pleasure of combining mental puzzles with manual dexterity (the essence of science) in a reclusive, self-motivating, individualized activity (the nature of research).

			The following year in physics, I had a more dramatic experience that left no doubt in my mind that research was what I wanted to do with my life. The project this time was to decipher the natural laws of diffusion: What determines the rate at which two solutions brought together without stirring would merge into one another? To the intellectual puzzle and the manual manipulations of this project was added another element of research I had not seen before but came to recognize frequently in subsequent years—the element of aesthetic pleasure. The solutions I worked with had to be colored differently so that I could follow the progression of one into the other. Thus, the walls of my home lab came to be lined with test tubes of multicolored solutions, forming a kaleidoscope of colors that I would occasionally lean back and look at with the eye of a self-satisfied artist.

			Later I would see that while research may be relatively reclusive, it is seldom solitary. Partly this is because multiple minds are nearly always more effective that one. But another reason is the pleasure that comes from sharing the burdens of the work, the sense of fulfillment when it succeeds, and the frustrations when it doesn’t. My partner in this project was Dorothy Haecker, the smartest student in the class and a good friend who lived across the street. The proximity of our houses made working together or in shifts at all hours feasible—a distinct advantage as the deadline approached and our data multiplied without giving us insight into what the factors were that governed diffusion. Finally, in the early hours of the morning just two days before our report was due, Dorothy and I saw the pattern emerge from the information we had collected. A couple of formulae were drafted that seemed to explain everything. It was a moment of genuine and sudden insight; the rarest and most sublime experience that the intellectual life can offer. It mattered little that less than half a year later, Dorothy and I would discover in our freshman college chemistry courses that the mathematical laws for diffusion we had “discovered” had been known for a century or more. That May morning in 1961, we might as well have been Albert Einstein and Madame Curie. Humility would come later, but the pleasure of the moment, intensified by fatigue, was sufficient to convince me that scientific research had to be the most rewarding of all professions. What else combined intellectual challenge, physical facility, individual initiative, aesthetic pleasure, and human companionship in a worthy venture with significance transcending the participants themselves? And what could be a more satisfying feeling than exhaustion in a worthy cause?1

			The Known and the Unknown

			As the 1960s began, I knew what DNA was, but was totally unaware of the dramatic research then unfolding that discovery of its structure had ignited. I was very interested in behavior—in part because of the mysteries of adolescent psychology that plagued me and my friends on a daily basis—but I had almost no knowledge of the brain, its composition, or ideas about how it works. The following is the essence of what I didn’t know then, but would learn before long:

			The brain consists of a vast network of individual cells called neurons that transmit waves of bioelectrical excitation when stimulated to do so by the release of chemicals called neurotransmitters from other neurons. Sensory neurons at the body’s periphery can be activated by physical stimuli, like sound, touch, and light; and this sensory information flows upward through parts of the brain that mediate emotions, stoke or satisfy motivations, and provide a way for the environment to be reflected in consciousness. I would not have known, nor did anyone else know, how conscious awareness arises from physical and chemical processes in the brain. More fundamentally, no one was sure which processes in the brain correlate with the elements of experience—whether it was a sequence of specific neurons through a hardwired series of connections that give rise to the image of a baseball, say, or an imprecise but statistically defined and dispersed aggregation of excited or inhibited nerve cells perceived as the color blue, or a diffuse field of electromagnetic motion coursing through the fluid space surrounding neurons and their mysterious (at the time) companion cells, called glia, that evoked a feeling of depression.

			I did know enough about DNA at the time to realize that all the genetic information that a single cell or a whole organism inherits from its predecessors is contained within the structure of that molecule. I had only the vaguest notions of what proteins did or how they work to build a cell, catalyze a reaction, or modify the actions of other cells, though that much of biochemistry was known by others. While everyone knew that genetic information was coded for by DNA, and as scientists were about to figure out how immunological memory is induced in a clone of cells that can last for a lifetime, no one knew whether learned behavior or the memory of lived experiences, like genetic and immunological information, is recorded in a molecular code. The attempt to answer that question would be a driving force in the transformation of neuroanatomy, neurophysiology, and biochemistry of the brain into the hybrid field of neuroscience in the next two decades to follow.

			Dawning of a New Integration

			How that hybrid field gave rise to what would become one of the largest and most influential scientific societies in the world—the Society for Neuroscience—had its origins at an international meeting of neurophysiologists in Moscow in 1958. Recognizing that the anatomy, physiology, and chemistry of the nervous system was a growing area in the biological sciences increasingly crossing traditional disciplinary boundaries, attendees at the Moscow meeting decided to form an international collaborative of researchers to improve communication and promote international cooperation among scientists interested in neural function. They laid the groundwork for the International Brain Research Organization (IBRO), which was formally chartered as a UNESCO organization in 1960. From IBRO would spring the seeds for the Society for Neuroscience (SfN).2

			1Sam Barondes expressed the same view in reminiscing about his days as an intern: “My 2 years at the Brigham [Hospital in Boston] … were filled with many … comradely experiences that come when a small group of young people keep working to exhaustion for a worthy cause” (Barondes, S. H. 2006. Samuel H. Barondes. In The History of Neuroscience in Autobiography, edited by L. Squire. Washington, DC: Society for Neuroscience, p. 8).

			2Neuroscience, Society for. 2019. Chapter 1: “Neuroscience before neuroscience, WWII to 1969.” Society for Neuroscience 2019 (cited 17 Sept. 2019). Available from https://www.sfn.org/About/History-of-SfN/1969-1995/Chapter-1.
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Information in the Brain

			Fascination with the possible mechanisms of memory extend back at least to the start of the scientific revolution. With the relationship between brain and behavior still largely a mystery, however, and prior to an understanding of the structural organization of the brain or the physiology of its elements, mechanistic theories of how the brain stores and retrieves a record of the animal’s experiences were largely absent and, when offered, were unpersuasive.

			By the start of the twentieth century, that had started to change. Some point to the demonstration in 1870 by Gustav Fritz and Eduard Hitzig that nerves originating in the cerebral cortex control muscle movement of the limbs, establishing empirical verification of a mechanistic link between brain and behavior. Others justifiably cite the insights of William James in his monumental publication Principles of Psychology in 1890. When Sir Charles Sherrington demonstrated the integrative nature of even the simplest reflexes in the 1906 publication of The Integrative Action of the Nervous System, a mechanistic view of the brain’s control of behavior became distinctly plausible.

			Most scientists who identify themselves as neuroscientists today, though, mark the beginning of the modern era of brain science from the monumental work of Santiago Ramón y Cajal between 1890 and 1910. Best known through the French translation of his work in Histologie du sysèm nerveux de l’homme et des Vertébrés (1909–1911), Cajal’s treatise is now available in English translation.1 Cajal was not the first to enunciate the neuron doctrine—the assertion that the functional unit of the nervous system is the single-celled neuron, which is discontinuous from other neurons and acts through contact with them through their point of contact, the synapse—but he was the one who demonstrated it beyond question through exquisite drawings of what he observed in microscopic sections of the brain and nervous systems of many animals.

			Deterministic Theories and Connectionism

			The impact of Cajal’s exquisite drawings of discrete neurons with their full-blown distinctive branches, spines, and nerve endings cannot be overstated. In 1871, the Italian physician and scientist Camillo Golgi published the first pictures of brain tissue stained by a new technique that visualized single nerve cells. The discreteness of the cellular elements dealt a serious blow to the then fashionable view that the brain consists of a spongelike syncytium of indistinct and continuously interconnected cytoplasmic elements. Cajal introduced technical improvements in Golgi’s method and used it to explore all regions of the nervous system of many vertebrates and some invertebrates. In every case, the technique revealed discrete cells in contact with one another but enclosing delimited cytoplasmic contents, solidifying the triumph of the alternative view of nervous system organization: that its functional elements are independent, discontinuous single cells.

			These developments in the visualization of brain cells coincided with the invention of the telephone, which led to the first telephone switchboards in the late 1870s. Once the neuron doctrine established single cells as the functional units of the nervous system, an analogy with

			[image: Irwin-Fig1.jpg]

			Fig. 1. Drawing of a Golgi-stained section through the 
optic tectum of a sparrow, from “Structure of the nervous 
centres of the birds” by Santiago Ramon y Cajal (1905).

			the flow of information through discrete telephone lines became irresistible. If communication between two persons depended on connecting the specific telephone lines belonging to the two conversants, information flow through the nervous system could be envisioned as the sequence of specific neurons through which excitation would flow from one source of input to a specific output. And just as the telephone switchboard enabled the flexibility of connecting different parties to one another, so the switching properties at the neuron’s point of contact with the next neuron in the chain could alter the destination of excitation in the nervous system. This logic provided the basis for the assumption that information in the brain is represented by activation of specific hardwired neuronal pathways, and that plasticity in that processing would involve rerouting the sequence of activation through alternative neuronal pathways. Memory, therefore, would consist of retrieving (reactivating) the specific sequence of neurons that encoded the experience in the first place.

			Through much of the early twentieth century, the logic of hardwired circuits as the repository of memory, and the presumed plasticity of interneuronal (synaptic) connections as the mechanism for creating new pathways through fixed circuits that occurred during learning, dominated ideas about the storage of experience and the capacity to record new experiences. The notion that thoughts, images, and qualitative experiences depend upon specific patterns of neuronal activity was made concrete by Donald O. Hebb in 1949. He proposed a “neuropsychological” theory in which sensory stimulation activates a discrete set of neurons in a specific spatiotemporal pattern: the cell assembly. This is the unit of perception, as Hebb conceived it, at the multicellular level in the brain. Complex perceptions are based on the association of cell assemblies into a phase sequence. The association of cell assemblies is made repeatable (learning) and retrievable (memory) by changes in the synaptic efficiencies within specific neuronal circuits underlying a phase sequence. How this could be achieved was envisioned by Hebb in the following way:2

			When an axon of cell A is near enough to excite a cell B and repeatedly or persistently takes part in firing it, some growth process or metabolic change takes place in one or both cells such that A’s efficiency, as one of the cells firing B, is increased.

			The lucid images of Cajal’s Golgi-impregnated neurons and the clarity of Hebb’s proposed mechanism for consolidating neuronal pathways provided a compelling formulation for the representation of information in the brain as excitation through hardwired circuits, which, when learning occurred, could be modified to establish new associations. Thus, the deterministic representation of information in hardwired networks, modifiable through changes in the connectivity within the network, became the reigning paradigm of how information is represented in the brain and how learning occurs.

			Statistical Theories and Dispersed Fields

			While a deterministic formulation dominated the thinking of those searching for how information is expressed in the brain, there were other currents in psychology during the same period that could not be easily explained by strictly deterministic pathways. These included theories that emphasized the role of insight in problem solving, the focus on whole-pattern perception by the Gestalt psychologists, and the highly distributed nature of brain activity associated with any brain state. The latter was emphasized most notably by the classic experiments of Karl Lashley in the 1920s, in which he studied the degree to which memory in rats was degraded by surgical removal of different regions of the brain.3 What he found in general was that the degree of memory deficit was more closely related to the amount rather than the region of the brain that was removed. While Lashley did not discount the reality of functional localization, he did point out that at the very least, mechanisms of memory must involve very widespread brain activity, with no uniquely critical localization of the memory trace.

			The one technological advance that arguably was as monumental as Cajal’s neuroanatomical revelations was the discovery of animal electricity. The fact that nerves and muscles could be activated by electrical currents was discovered through experiments by the Italian scientist and philosopher Luigi Galvani and his wife, Lucia, in the 1780s. When several European scientists showed in the late 1800s that weak electrical currents could be detected from the surface of the exposed cerebrum of dogs, rabbits, and monkeys, the ability to monitor brain activity through electrophysiological detection was established. The German physiologist and psychiatrist Hans Berger recorded the first human electroencephalogram (EEG) in 1924, showing organized brain waves generated spontaneously with a frequency of roughly ten cycles per second.4 Over time, it was revealed that EEG patterns result from the integrated activity of millions of neurons driven by pacemakers in subcerebral brain centers and that the patterns vary with the functional state of the brain—being lower in amplitude and higher in frequency in alert animals and less frequent with greater amplitude during sleep, for instance—but never being absent.

			While these large-scale electrophysiological events indicated a constant degree of activity over an expansive amount of cerebral tissue, they gave no evidence of the activity that generated them at the level of the individual cell. This changed with the technological development of microelectrodes that made possible the measurement of activity in single cells, beginning with the work of Edgar Adrian in 1928.5 By the midtwentieth century, the characteristics of excitation in single cells6 and the basic mechanisms of synaptic transmission7 had been worked out through these single-cell unit recordings. Further advances were made by studies, such as those of David Hubel and Torsten Wiesel on the visual system of the cat,8 showing that sensory stimulation could lead to reproducible excitation of specific neurons in the brain. Though compatible with the concept of deterministic circuitry for specific information, such studies also revealed that (1) individual neurons often are spontaneously active, and (2) stimulation through different modalities could also elicit evoked responses in the same neuron. Unlike Cajal’s static images of brain cells in isolation, data from electrophysiology arose from either the integrated activity of millions of cells or the dynamic activity of individual cells that fired only in a statistically predictable way. An intermediate level of resolution was also revealed by electrodes localized to a small region of brain tissue, but not to single cells. It thus picked up averaged bioelectrical currents flowing through localized cells and their extracellular spaces—a form of activity referred to as field potentials. All three forms of neural activity—large-scale EEG waves, field potentials, and single-celled excitation or inhibition—provided a different perspective that focused on statistical activity across dispersed fields of nerve tissue.

			For some neurophysiologists, it was the statistical behavior of populations of neurons that was assumed to represent information in the brain. E. Roy John was a primary advocate of this approach. For others, it was the behavior of dispersed fields of bioelectrical activity that warranted attention. W. Ross Adey was the most vigorous spokesman for this point of view.

			Erwin Roy John (1924–2009) was born in Pennsylvania and grew up during the Great Depression. His studies at the City College of New York were interrupted by World War II, in which he served at the Battle of the Bulge. After the war, he completed a bachelor’s degree in physics and a PhD in psychology at the University of Chicago. His research on brain function began at UCLA and continued at the University of Rochester. Then in 1974 he established the Brain Research Laboratory at the New York University School of Medicine and served as its director for thirty years. He is considered a pioneer in the field of neurometrics, or the science of measuring the underlying organization of the brain’s electrical activity. His focus on quantitative analysis of EEG patterns across broad areas of the brain, as well as his study of multiple unit recordings in different behavioral states, provided the perspective that led him to be an early and vocal opponent of the deterministic model of information representation in the brain.

			As early as 1961, John had advocated that learning needed to be studied as a process, not as an entity at a defined locus.9 His 1967 book Mechanisms of Memory was the most thorough and definitive review of the subject in the second half of the twentieth century, albeit clearly biased in favor of the statistical model of information in the brain.10 Over decades, he consistently expressed what he called a statistical configuration theory of learning, as in this paper in 1972:

			The critical event in learning is the establishment of representational systems of large numbers of neurons in different parts of the brain whose activity has been affected in a coordinated way by the spatiotemporal characteristics of the stimuli present during a learning experience.11

			For learning to be possible, however, John admitted that some type of change had to occur in participating cells for memories to become lasting. These changes could be in synaptic efficiency, as Hebb and many—if not most—other theorists had proposed, though John suggested that other forms of plasticity were possible. In parallel with John’s work, Adey was offering some ideas on those other possibilities.

			William Ross Adey (1922–2004) was born in Adelaide, Australia. From the university in that city, he received degrees in medicine and surgery prior to serving in the Royal Australian Navy during World War II. After the war, he returned to the University of Adelaide for a medical degree. Fascinated with electronics all his life, he acquired an amateur radio license at the age of seventeen, designed and built the first EEG machine in Australia, and began a career of over half a century studying the bioelectrical properties of the brain and their relation to behavior. He gained international fame (and controversy) for his study of the effect of weak electromagnetic fields on biological systems, including the brain. He was also a principal investigator for NASA during the early days of spaceflight. His most salient work for the purposes of this story, however, center around his experiments and ideas about localized current flow in the extracellular spaces of brain tissue and how that current flow was affected by the interaction of ions and membrane macromolecules.

			Just as John was about to publish Mechanisms of Memory, Adey was focusing on a tricompartmental micrometabolic module in brain tissue, consisting of neuronal, neuroglial, and extracellular compartments.12 Decremental bioelectrical currents in the fluid surrounding those cells were influenced, in his view, by interactions between ions and macromolecules at the membrane surface. A typical observation was that injection of calcium ions into cerebral tissue caused impedance shifts in the perineuronal fluid, small and weak enough to be localized to a portion of the cell removed from the synaptic region.13 Changes in the molecular properties of the membrane, in turn, could affect the excitability of the cell, not necessarily linked to synaptic activity.

			Models Not Mutually Exclusive

			In Mechanisms of Memory, John poses the distinction between the deterministic and statistical models as a question of whether memory is a thing in a place or a process in a population.14 Upon reflection, it seems clear that the models address two different aspects of information in the brain. The highly dispersed nature of brain activity during the learning process, along with the probabilistic behavior of nerve cells, even when activated by the same stimulus, calls for a statistically based, dispersed field perspective. On the other hand, the need for learning to cause a definitive and essentially permanent change in the properties of neural tissue requires that some kind of physical change take place at specific sites in the brain.

			From the perspective of the deterministic-connectivity model, Hebb was open to the view that no single synapse was necessary for the storage of the memory trace in a cell assembly. While the cell assembly theory “is evidently a form of connectionism,” Hebb wrote, it doesn’t “make any single nerve cell or pathway essential to any habit or perception.”15 And from the statistical or field perspective, both Adey and John recognized the need for some biophysical or biochemical alteration that had to be made at some site or sites in the brain. Adey acknowledged that the electrophysiological processes he studied most likely related to “transactional rather than to storage processes” in nervous tissue.16 And while John’s statistical configuration theory likewise emphasized how information is represented in the brain, he pointed out that the consolidation phase of memory “must be mediated by some alteration of matter, some redistribution of chemical compounds.”

			Assuming that some metabolic alteration must occur when a memory is created, what is the nature of the molecules involved, and what about them defines their role in memory storage? Do the memory molecules differ according to the experience that gave rise to them and therefore encode the content of the memory in their variable structures? If that is the case, how do different variants of a class of memory molecules differentially affect the function of brain cells whose collective activity represents the memory or executes its influences? Alternatively, if the metabolic consequences of memory storage derive their significance from where they act and what higher (above the molecular) level function they bring about, such as the structural alteration of a synapse or a patch of membrane surface, the structures of the contributing molecules may be invariant and therefore of no importance other than the higher level modification to which they contribute.

			The chemical question boils down to this: How do molecules make a memory—by coding for experiential information directly in a purely chemical form, or by contributing building blocks to structural alterations that can only be read collectively at higher levels of organization?

			1Ramón y Cajal, S. 1995. Histology of the Nervous System [Histologie du systèm nerveux de l’homme et des Vertébrés, 1909–1911, Madrid: Moya]. Translated by N. Swanson and L. W. Swanson. Vol. 1 & 2. New York: Oxford University Press.

			2Hebb, D. O. 1949. The Organization of Behavior: A Neuropsychological Theory. New York: John Wiley. The same year, Ralph Gerard proposed essentially the same idea with less detail (Gerard, R. 1949. Am J Psychiat 106: 161–173).

			3Lashley, K. S. 1929. Brain Mechanisms and Intelligence. Chicago: University of Chicago Press.

			4Berger, H. 1929. Über das Elektrenkephalogram des Menschen. I. Arch Psychiat 87: 527–570.

			5Adrian, E. 1928. The Basis of Sensation. London: Christophers.

			6Hodgkin, A. L. and A. F. Huxley. 1952. A quantitative description of membrane current and its application to conduction and excitation in nerve. J Physiol 117: 500–544.

			7Eccles, J. C. 1957. The Physiology of Nerve Cells. Baltimore, MD: Johns Hopkins Press.

			8Hubel, D. H. and T. N. Wiesel. 1959. Receptive fields of single neurones in the cat’s striate cortex. J Physiol 148: 574–591.

			9John, E. R. 1961. High nervous functions: brain functions and learning. Ann Rev Physiol 23: 451–481.

			10John, E. R. 1967. Mechanisms of memory. New York: Academic Press.

			11John, E. R. 1972. Switchboard versus statistical theories of learning and memory. Science 177: 850–851.

			12Adey, W. R. 1967. Intrinsic organization of cerebral tissue in alerting, orienting, and discriminative responses. In The Neurosciences: A Study Program, edited by G. C. Quarton, T. Melnechuk, and F. O. Schmitt. New York: The Rockefeller University Press.

			13Wang, H. H., T. J. Tarby, R. T. Kado, and W. R. Adey. 1966. Periventricular cerebral impedance after intraventricular injection of calcium. Science 154: 1183–5.

			14John, E. R. 1967. Mechanisms of Memory. New York: Academic Press; p. 17.

			15Hebb, D. O. 1949. The Organization of Behavior: A Neuropsychological Theory. New York: John Wiley; p. xix.

			16Adey, W. R. 1969. Slow electrical phenomena in the central nervous system: chairman’s introduction. Neurosci Res Prog Bull 7: 79–83.
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Molecular Biology

			In the hindsight of time, the notion that all the information required for the intricate elements of mental life—from complex imagery to the details of emotions and motivation, to the memories of a lifetime—could be stored in and retrieved from a purely chemical form in the brain seems naive. But in 1950, the idea that all the complexity of an organism’s heredity could be coded for in a straightforward and relatively simple molecular structure seemed just as hard to believe. The twin biological mysteries of inherited (genetic) and acquired (learned) information were equally inexplicable and not perceived as being that different. A process even closer to learned information was the phenomenon of immunity, whereby exposure to disease-causing pathogens, or almost any type of chemical substance (antigen) foreign to the body of an organism, would cause that organism to produce a protein (antibody) that neutralizes the antigen. The fact that immunity could be maintained in many cases for the life of the host indicated a permanent form of storage so like experiential memory that it came to be known as immunological memory. As information gathered through the first half of the twentieth century that both genetic information and immunological memory were chemically based, the temptation to suspect the same would be true for learned information was strong and well within the realm of conventional speculation. Those who came to criticize the earnest search for the molecules of memory during the 1960s and 1970s1 were apparently free of the prevailing mindset at the midpoint of the twentieth century.

			Genetic Information

			By 1950, it was recognized that deoxyribonucleic acid (DNA) is the repository of genetic information in the cell, though how a molecule of such apparent simplicity (a long strand of alternating phosphate and sugar molecules, with only four different kinds of nucleotide bases attached to the sugar units) could hold so much information was a mystery.2 In 1953, that mystery was largely dispelled when the detailed structure of DNA was revealed by James D. Watson, Francis Crick, Rosalind Franklin, Maurice Wilkins, and their colleagues.3 Not only did the potential for the arrangement of the nucleotide bases to contain a huge amount of information become obvious, but the double-stranded structure of the molecule suggested a means for that information to be replicated with each cell cycle and thus be transmitted to descendant individuals.4

			Ribonucleic acid (RNA), also containing a phosphate-sugar backbone and four nucleotide bases, is closely related in structure to DNA, but its function remained unknown through the 1950s. In 1958, Crick summarized the growing view that (1) the sequence of amino acids in proteins is coded for by the sequence of nucleotides in DNA (the sequence hypothesis) and (2) that information flows from DNA through RNA to protein, but not in the reverse direction (the central dogma, so-called by Crick because there was as yet no evidence for it).5 Francois Jacob and Jacquez Monod proposed that structural genes (partial segments of DNA) are expressed through complementary segments of messenger molecules whose readout depended on the needs of or conditions within the cell.6 That same year, a particular form of RNA, eventually named messenger RNA (mRNA), was shown to be an intermediate between DNA and protein, as Crick and his colleagues had predicted.7 However, mRNA was single-stranded only and more easily modifiable than DNA, so it became the more likely candidate for storage of acquired information prior to its translation into proteins that could alter the characteristics of a nerve cell—either its excitability or connectivity or both.

			Proteins could alter the properties of nerve cells in several ways. As enzymes, they could catalyze the formation of new synaptic transmitters, more of an existing transmitter, or increase transmitter breakdown. As structural components, they could provide building blocks for growing new synaptic connections, thus altering the connectivity of nerve cells. As membrane channel molecules, they could increase or decrease the flux of ions through the membrane, hence altering the excitability of the cell. The ability of a protein to do any or all those things depended on its three-dimensional structure (conformation), which was determined by the arrangement of amino acids that made up its primary structure.

			Amino acids come in about twenty different varieties. When it was shown in 1961 that mRNA codes for the arrangement of amino acids in a protein, the mystery obviously became one of figuring out how the mRNA molecule with four types of bases codes for the arrangement of twenty different types of amino acids in a polypeptide.8 First, Marshall Nirenberg and Heinrich Matthaei,9 then Severo Ochoa10 and his colleagues were able to demonstrate that the sequence of four different bases in mRNA read three at a time could spell out sixty-four different combinations (4 × 4 × 4 = 64), or more than enough to code for twenty separate amino acids, with some redundancy left over.

			[image: Irwin-Fig2.jpg]

			Fig. 2. Amino acids strung together become peptides. Longer peptide strands 
are called polypeptides, and very long polypeptides are proteins. This figure 
illustrates schematically how polypeptides and proteins assume three-dimensional 
shapes specific for their function. For instance, enzymes act to break apart 
molecules (like the forked serpentine structure in the middle of the protein) that 
fit into pockets within the enzyme molecule. (Modified with permission from 
Fig. 2.6 in Cosmic Biology by Louis Irwin and Dirk Schulze-Makuch [2011].)

			Immunological Memory

			Oswald Avery and Michael Heidelberger discovered in the 1920s that antibodies are proteins.11 By 1950, building on theories dating from the turn of the century, Linus Pauling showed that antibodies bind to antigens with steric specificity, meaning that an antigen’s structure is complimentary to the antibody’s structure and therefore fits into it like a key into a lock. The question then became one of how a large antibody protein could turn out to be such a precise fit for the near-infinite number of antigens that nature presents to any given organism. The instructional theory held that when antigens encounter a naive antibody, the antibody molds itself somehow around the antigen and instructs the cell to produce more form-fitting molecules for future encounters with the same antigen. The selectional theory, in contrast, proposed that antibodies come from a population of cells already present that produce a large variety of antibody structures. When a cell possessing an antibody that happens to have a structure complimentary to the antigen, that cell is selected to produce more of the same antibodies for future encounters with the antigen.

			Both theories faced severe challenges. The instructional theory had no explanation for how a protein molecule with a single invariant amino acid composition could be induced to change its shape, maintain the change permanently, and promote the production of more antibodies just like it. The selectional theory implied that a huge repertoire of different preexisting antibody shapes had to be producible (and therefore coded for) by genetic information already present. That an organism could carry enough information to code for a nearly infinite number of amino acid sequences capable of binding to antigens of virtually any shape seemed highly improbable. Nonetheless, through the 1950s, evidence gradually accumulated in favor of the selectional theory, implausible though it seemed.

			A major advance in understanding the structure, and ultimately the mechanism of antibody binding and selection, was made in the early 1960s by Gerald Edelman,12 Rodney Porter,13 and their colleagues. They deduced the complete amino acid sequence of immunoglobulin G (IgG), the most prevalent antibody class produced in mammals, demonstrating that the molecule consists of two heavy chains and two light chains, which at one end of each consists of a highly variable sequence of amino acids. The other end of both chains consists of a constant (invariable) sequence of amino acids. The variable portion of the molecule allows for different antigenic shapes to be bound by a uniquely fitting three-dimensional shape brought about by the variable sequence of amino acids at the end of the antibody molecule, while the constant end enables generic functions for carrying out the antibody’s method of neutralizing the foreign antigen, by agglutination (clumping together), precipitation, or destruction.

			The problem of how a virtual universe of antigenic structures could be anticipated by the genome of an infected or invaded organism remained. In 1967, Edelman and Joseph Gally proposed that duplication of a relatively small number of genes could generate a pool of variable genes that, through reshuffling, could give rise to a great variety of sequences.14 In a landmark series of experiments in the 1970s, Susumu Tonegawa confirmed this as a major mechanism for inducing variability into the antigen-binding portion of the antibody molecule,15 and other studies in the following decades provided conclusive evidence for the selectional theory of antibody production.

			Crick, Barondes, and Edelman

			The purpose of this very brief overview of advances in molecular biology around the middle of the twentieth century is mainly to set the stage for the way the search for molecular mechanisms of memory unfolded during that era of great breakthroughs in molecular biology. It also serves to introduce three figures who would each go on to make an important impact in neuroscience and cross paths tangentially with my own personal story.

			Francis Crick was born in 1916 and raised near the town of Southampton, England. His father was not a scientist, but his grandfather was a naturalist who had corresponded with Charles Darwin. He earned a bachelor of science degree in physics from University College, London, and began doctoral studies there that were interrupted by the onset of the Second World War, during which he worked for the Admiralty Research Lab designing mines that were effective in countering German minesweepers. At the end of the war, he thought hard about the direction of his career, narrowing his choice to either “the boundary between the living and nonliving, or the workings of the brain.” By training and experience, he decided he was better suited for the former—what later would be called molecular biology.

			Crick’s first job in his newly chosen career path was a study of the properties of cytoplasm in chick fibroblasts (embryonic muscle cells). He was not deeply interested in this project, but it generated his first two publications and left him time to do a lot of reading. After two years, he seized upon an opportunity to join the lab of Max Perutz and John Kendrew at the Cavendish Lab in Cambridge, where x-ray studies of protein structure were more to his liking.

			In 1951, James Watson joined the Cavendish Lab in quest of a means to study the structure of DNA. With similar interests and temperament, Crick and Watson became immediate friends and collaborators. That year, Linus Pauling had deciphered the structure of the alpha helix of proteins by combining x-ray diffraction data with construction of molecular models. Crick and Watson decided to use the same strategy, using data generated at Kings College, London, by Rosalind Franklin working in the lab headed by Maurice Wilkins. Their efforts led to the discovery of the double-helical structure of DNA. In 1962, Crick, Watson, and Wilkins were awarded the Nobel Prize in Physiology and Medicine for their discovery of the structure of DNA. Franklin, whose data had made the discovery possible, had died at the age of thirty-seven and thus was ineligible for her deserved share of the prize. At the same ceremony, Perutz and Wilkins received the prize for their analysis of the structure of hemoglobin and myoglobin.

			It was agreed by almost everyone that the sequence of nucleotides inside the double helix must specify the sequence of amino acids in the protein which that stretch of DNA directs. Crick spent the decade following discovery of the double helix unravelling the details of how a sequence of four different nucleotide bases in DNA could control the alignment of twenty different types of amino acids in a protein. In 1955, he introduced the notion that a unique adapter molecule (later named transfer RNA, or tRNA) for each amino acid must be required for lining up amino acids in the correct order. In 1961, he proved with Sydney Brenner and their colleagues that the code for each amino acid occurred in a non-overlapping sequence of three nucleotides.16

			In a talk given in May of 1961 at the National Institutes of Health (NIH) in Bethesda, Maryland, Brenner declared that a way to prove that RNA carries the information from DNA that orders the arrangement of amino acids in a protein would be to place an extraneous strand of RNA in a cell-free protein synthesis system (using the disrupted contents of a cell with its own native nucleic acids removed) and see if a protein could be synthesized by the system in a test tube.17 Attending the lecture was Gordon Tomkins, recently appointed head of the new Laboratory of Molecular Biology at NIH, who had just recruited a young biochemist at the end of his three years of postdoctoral work at NIH, Marshall Nirenberg, and a postdoc to work with him, Johann Heinrich Matthaei, from Germany. That very month, Nirenberg and Matthaei set in motion the experiment that showed that an artificial strand of RNA containing only the nucleotide uridine (poly-U) led to synthesis of an artificial polypeptide consisting only of the amino acid phenylalanine.18 The first word of the genetic code in RNA was thus discovered to be UUU, which translated to phenylalanine in the polypeptide.

			Just as this experiment was in its preliminary stages, Tomkins became friends with Samuel Barondes, a recent medical school graduate serving his military obligation as a physician in the United States Public Health Service by working in the clinical endocrinology branch at NIH. One day, in a discussion of their mutual interest in endocrinology, Tomkins told Barondes that, in reality, endocrinology boils down to molecular biology. “What exactly is molecular biology?” Barondes asked. Tomkins then proceeded to describe the exciting findings in the field at the time—how DNA contains the organism’s genetic information, how different segments of DNA are apparently transcribed into an intermediate messenger that orders the sequence of amino acids in a protein, how some other mechanism controls which proteins are synthesized in any given cell, and how hormones must act by regulating the production of specific proteins in their target tissues. Barondes was overwhelmed at the vision of this brave new world and decided to ask Tomkins on the spot if he could join the Tomkins lab. But Tomkins was on the brink of leaving for a sabbatical in Paris, so he suggested instead that Barondes join the new Laboratory of Molecular Biology just around the corner, where Nirenberg and Matthaei were on the verge of breaking the genetic code.19

			Sam Barondes was born in 1933 and raised in the Brighton Beach neighborhood of Brooklyn. His education through high school was managed by rabbis in Jewish parochial schools for boys. His mother hoped he would attend Yeshiva University and become a rabbi, but he aspired to a broader world and chose Columbia University instead. There he became fascinated with the scientific study of behavior and determined to become a research psychologist. His uncle and titular head of the extended family approved of his career choice, but told him, “First, you have to go to medical school. That will broaden your horizon and provide you with some security … When you’ve finished medical school, you’ll be in a great position to start doing exactly what you want.”18 So that is what he did, enrolling in the Columbia College of Physicians and Surgeons in 1954.

			His years in medical school were exciting in all areas, except for psychiatry, which was devoted in the fashion of the times almost exclusively to psychotherapy—a technique based on strong opinions but no experimentation. Though intensely interested in psychopathology, his interests then veered more toward endocrinology, which was an evidence-based branch of medicine with clear clinical relevance. This steered him upon completion of his medical degree toward an internship at the Peter Bent Brigham hospital in Boston, where George Thorn had established a highly regarded research program in endocrinology. In order to complete a residency at the Brigham, he had to spend two years in a research lab, which led him to apply for and gain a coveted appointment in the clinical endocrinology branch at NIH. He arrived there on July 1, 1960, and began successful experiments on the neurochemical control of the pituitary gland. His epochal meeting with Tomkins happened in early 1961, leading to a place in the lab with Nirenberg and Matthaei one month before they discovered the first word of the genetic code.

			By all accounts, Gerald Edelman was one of the most brilliant and contentious scientists of the twentieth and early twenty-first century.20 His brilliance came to light early when, as a graduate student, he began to unravel the structure of antibodies, leading to a Nobel Prize in 1972 with Rodney Porter for their combined but independent work on deciphering the structure of the IgG molecule.

			Gerald Maurice Edelman was born in 1929 and raised in the Ozone Park neighborhood of Queens, New York. His early affinity for music led him through years of violin study, but he abandoned that in favor of science upon deciding that he didn’t have the drive or talent to succeed as a concert violinist. He was graduated magna cum laude from Ursinus College in 1950 and completed an MD degree at the University of Pennsylvania School of Medicine in 1954. Following an internship at the Massachusetts General Hospital, he joined the Army Medical Corps and served briefly in Paris, where he became interested in immunology. In 1957, he enrolled as a graduate student at the Rockefeller Institute (now University) and completed work for the PhD in 1960. He stayed at the Rockefeller, first as assistant dean of graduate studies and advancing to professor until he moved to the Scripps Research Institute in La Jolla, California, in 1992.21

			With his colleague, Joseph Gally, Edelman discovered that the light chains of antibodies were secreted in homogeneous form in the urine of a patient with myeloma, making them amenable to structural analysis.22 The effort to do so proceeded through the 1960s, culminating in the publication of the complete molecular structure of an IgG in 1969.23 In the process of this work, Edelman put forth ideas about the origin and mechanism of antibody diversity in vertebrates, leading ultimately to the triumph of the clonal selection theory of antibody specificity.24 The “memory” of an antigen is preserved by selection of a cell in the infected organism, which carries an antibody on its surface to that antigen and which rapidly reproduces a population of identical cells, or clones, carrying a large number of the same antibodies for mounting a more vigorous defense the next time the antigen is encountered.

			Following his receipt of the Nobel Prize in 1972, Edelman’s lab turned to the problems of cell-cell interactions, embryonic morphogenesis, and molecular recognition molecules on cell membranes. After years of laborious effort, mainly by Urs Rutishauser, Edelman’s lab identified a glycoprotein on the cell surface of neurons that mediates adhesion during neurogenesis.25

			While the antibody work was finishing and the work on cell adhesion was beginning, Edelman started turning his attention toward the brain. By the late 1960s, he had already attracted the attention of Francis O. Schmitt, founder of the Neurosciences Research Program, who recruited Edelman to join the elite group of scientists that Schmitt had brought together to study “the physics of the mind.” Impressed with the role of selectional mechanisms in solidifying immunological memory, Edelman developed a theory of memory and higher brain function based on specification of groups of neuronal pathways (composed of different cerebrocortical columns of neurons envisioned by Vernon Mountcastle to encode specific elements of sensory input) through selectional mechanisms.26

			1David Hubel, whose research on visual information processing contributed greatly to the connectionistic view of brain function, provided a particularly caustic example by writing, “A few years ago the notion was advanced that memories might be recorded in the structure of large molecules … Few people familiar with the highly patterned specificity of connections in the brain took the idea seriously … The fad has died out, but the fact is that neurobiology has not always advanced or even stood still; sometimes there is momentary backsliding” (Hubel, D. 1979. The brain. Sci. Amer. 241: 45–53).
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