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Preface

It gives us great pleasure to introduce this collection of papers that were presented
at the following international conferences: Security and Management (SAM 2020);
Wireless Networks (ICWN 2020); Internet Computing & IoT (ICOMP 2020);
and Embedded Systems, Cyber-physical Systems, and Applications (ESCS 2020).
These four conferences were held simultaneously (same location and dates) at
Luxor Hotel (MGM Resorts International), Las Vegas, USA, July 27–30, 2020.
This international event was held using a hybrid approach, that is, “in-person” and
“virtual/online” presentations and discussions.

This book is composed of seven parts. Parts 1 through 4 (composed of 33 chap-
ters) include articles that address various challenges with security and management
(SAM). Part 5 (composed of 8 chapters) presents novel methods and applications in
the areas of wireless networks (ICWN). Part 6 (composed of 8 chapters) discusses
advancements in Internet computing and Internet of Things (ICOMP). Lastly, Part
7 (composed of 11 chapters) presents emerging trends in the areas of embedded
systems and cyber-physical systems (ESCS).

An important mission of the World Congress in Computer Science, Computer
Engineering, and Applied Computing, CSCE (a federated congress to which this
event is affiliated with), includes “Providing a unique platform for a diverse com-
munity of constituents composed of scholars, researchers, developers, educators,
and practitioners. The Congress makes concerted effort to reach out to participants
affiliated with diverse entities (such as: universities, institutions, corporations,
government agencies, and research centers/labs) from all over the world. The
congress also attempts to connect participants from institutions that have teaching
as their main mission with those who are affiliated with institutions that have
research as their main mission. The congress uses a quota system to achieve its
institution and geography diversity objectives.” By any definition of diversity, this
congress is among the most diverse scientific meetings in the USA. We are proud
to report that this federated congress had authors and participants from 54 different
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nations, representing variety of personal and scientific experiences that arise from
differences in culture and values.

The program committees (refer to subsequent pages for the list of the members of
committees) would like to thank all those who submitted papers for consideration.
About 50% of the submissions were from outside the USA. Each submitted paper
was peer reviewed by two experts in the field for originality, significance, clarity,
impact, and soundness. In cases of contradictory recommendations, a member of the
conference program committee was charged to make the final decision; often, this
involved seeking help from additional referees. In addition, papers whose authors
included a member of the conference program committee were evaluated using
the double-blind review process. One exception to the above evaluation process
was for papers that were submitted directly to chairs/organizers of pre-approved
sessions/workshops; in these cases, the chairs/organizers were responsible for the
evaluation of such submissions. The Congress (the joint conferences) received many
good submissions. The overall acceptance rate for regular papers was 20%; 18% of
the remaining papers were accepted as short and/or poster papers.

We are grateful to the many colleagues who offered their services in preparing
this book. In particular, we would like to thank the members of the Program
Committees of individual research tracks as well as the members of the Steering
Committees of SAM 2020, ICWN 2020, ICOMP 2020, and ESCS 2020; their names
appear in the subsequent pages. We would also like to extend our appreciation to
over 500 referees.

As sponsors-at-large, partners, and/or organizers, each of the following (sepa-
rated by semicolons) provided help for at least one research track: Computer Science
Research, Education, and Applications (CSREA); US Chapter of World Academy
of Science; American Council on Science and Education & Federated Research
Council; and Colorado Engineering Inc. In addition, a number of university faculty
members and their staff, several publishers of computer science and computer
engineering books and journals, chapters and/or task forces of computer science
associations/organizations from three regions, and developers of high-performance
machines and systems provided significant help in organizing the event as well as
providing some resources. We are grateful to them all.

We express our gratitude to all authors of the articles published in this book and
the speakers who delivered their research results at the congress. We would also
like to thank the following: UCMSS (Universal Conference Management Systems
& Support, California, USA) for managing all aspects of the conference; Dr. Tim
Field of APC for coordinating and managing the printing of the programs; the staff
at Luxor Hotel (MGM Convention) for the professional service they provided; and
Ashu M. G. Solo for his help in publicizing the congress. Last but not least, we
would like to thank Ms. Mary James (Springer Senior Editor in New York) and
Arun Pandian KJ (Springer Production Editor) for the excellent professional service
they provided for this book project.
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Authentication, Biometrics, and

Cryptographic Technologies



Statistical Analysis of Prime Number
Generators Putting Encryption at Risk

Aykan Inan

1 Introduction

When it comes down to investigating the security properties of a cryptographic
procedure there are different methods to do so, depending on the cryptoscheme
itself. This includes inter alia, protocol, side-channel, and mathematical attacks.
But the security of a strong cryptographically system is primarily based on the
secure management of the secret key. If this key can be easily accessed or even
worse guessed by the attacker the system is compromised. No matter how strong
the used encryption method itself is. Therefore, it is of great importance that the
secret key cannot be revealed in any case. Storing the key securely is one matter but
the unpredictability is another [1].

Some cryptoschemes, such as RC4, rely on a random stream. Others, such
as RSA need a PNG in order to generate two primes for generating the public
and corresponding private key. Therefore, randomness for both “normal” random
numbers and primes plays a major role.

Random number and prime number generators (RNGs and PNGs) are typically
used when a cryptographic scheme needs a random number or random prime
number to some extent. Random prime number generators have additional features
as general random number generators: Any number generated needs to be odd and
needs to be tested for primality afterwards. The following section gives an overview
over the current state of PNGs. Section 3 demonstrates the approach used in this
paper to verify the PNGs randomness.Sections 4 and 5 analyze specific outliers
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within the randomness spectrum. Section 6 looks for patterns within primes, and
Sect. 7 for patterns in the last 32 to 64 bits. The last Sect. 8 concludes and gives an
outlook.

2 Related Work and Basics

This section is splitted in two parts: while Sects. 2.1 and 2.2 discusses deterministic
(Sect. 2.1) and non-deterministic (Sect. 2.2) random number generators, Sect. 2.3
gives an overview on prime-number generators. A key requirement for both types
of random number generators is that their output cannot be reproduced or predicted
[2]. There are many mathematical tests such as the chi-square test, which can verify
the statistical behavior of RNGs or PNGs sequences.

2.1 Deterministic RNG

A deterministic random number generator is always producing the same sequences
of random numbers under the same circumstances. That is why they are also called
pseudo-random number generators (PRNG). But the produced consecutive numbers
appear to be random enough for most applications. The generated sequence of a
PRNG is computed recursively from an initial seed value initializing a function
f (s0):

s0 = seed

si+1 = f (si), i = 0, 1, . . . i ∈ N0 (1)

In general, the generated sequence can be described as:

si+1 = f (si, si−1, . . . , si−t ) (2)

In this case t is representing an integer constant.
Consequently, a PRNG does not generate true random numbers in a proper or

true sense because it is computing its random numbers initialized from a starting
(seed) value. Thus, it is completely deterministic [2]. According to Manuel Blum
and Silvio Micali [3] a polynomial algorithm should not be capable of predicting
and computing the next sequence better than 0.5 (50%) chance of success without
knowing the initial seed value. For this, different mathematical tests are being used
to prove the correctness.
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2.2 Non-deterministic RNG

In contrast to the deterministic RNG a non-deterministic random number generator
includes external source of randomness (entropy) such as hardware noise or the
current time [1]. They are also known as cryptographically secure pseudo-random
number generators (CSPRNG) and can be seen as a special type of PRNG which
represents an unpredictable PRNG [2].

Assuming we have the following output sequence of n bits, where n is represent-
ing some integer:

si, si+1, . . . , si+n−1 (3)

Then it must be computationally infeasible to compute the subsequent bits:

si+n, si+n+1 . . . (4)

PNRGs and CSPSRNGs are described and defined as an algorithm that is
producing an unpredictable sequence of random numbers in such a way that an
attacker is not capable of computing or guessing them. This means that all generated
random numbers must have the same likelihood of occurrence.

The characteristic of fully randomness can only be fulfilled with a One-time-
pad which is, however, unsuitable for practical applications. So, the solution is
to use pseudo-random numbers or pseudo-random sequences which are based on
a deterministic process. Despite of this deterministic behavior and the use of an
initialization seed value the produced output still must have the property of a truly
random sequence [1].

In this context it is important to point out that the key generation in asymmetrical
procedures usually requires some more effort than the generation process of pseudo-
random numbers used in symmetrical systems. This is because an asymmetric
cryptoscheme, such as RSA, requires large primes. Thus, the produced random
numbers must fulfill the above-mentioned properties as well as the category of
being prime at the same time [1, 4]. For this purpose Prime Number Generators
are needed.

2.3 Prime Number Generator

In practice it is common to work with pseudo-prime numbers which fulfill most
basic requirements for primes such as producing an odd number. Then a primality
test, usually Miller-Rabin [5], is applied as depicted in Fig. 1.

The likelihood that a randomly picked or generated integer p is a prime is of
further interest. In case of RSA, e.g., in order to generate a 1024-bit modulus n, the
two primes p and q each should have a length of about 512 bits [4]. The chance that
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Fig. 1 Approach to generate
primes

a random integer of that size is prime is still sufficiently high based on the prime
number theorem and is approximately 1

ln(p)
as shown below [2, 6]:

p is prime ≈ 2

ln(p)
= 2

ln(2512)
= 2

512 ln(2)
≈ 1

177
(5)

This means on average that 177 random numbers must be generated and tested
before finding a prime. The density of primes, for even much larger bit numbers, is
still adequate high [2].

This is relevant if similar prime numbers are generated. Often a value is then
added to the result if it fails the primality test until a prime number is finally found.
But this can lead to similar generated numbers.

Consequently, a prime used in RSA must be unpredictable. However, if at least
one of the primes is easily obtained, RSA would be broken. This paper therefore
analyses whether our current process of determining the quality of randomness for
primes is still valid.

2.4 Evaluation of PRNG

Every published analysis dealing with PNGs or RNGs such as [3, 7–10] are just
focusing on this unpredictability of subsequent sequences. As long as the produced
output, e.g., a pair of two primes, is unique compared to the previous one, then the
primes are sufficient enough for cryptographical use.

However, by generating more than one billion primes of specific bit lengths,
(32, 64, 128, 256, and 512) and displaying the result into different statistics as
presented in the following Sects. 3–7. The generated prime numbers show similar
characteristics and seem related to each other.

A statistical analysis of the PNG used in LibreSSL was conducted. The results
demonstrate suspicious behavior indicating that the numbers are not fully random
as they seem.

3 Statistical Analysis

The statistical analysis is based on two essentials aspects:

(a) Prime Numbers
(b) Prime Distances
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Each aspect itself is separated into sub-aspects again.

(a.1) Smallest prime number
(a.2) Largest prime number
(a.3) Mean prime number

The exact same statistical approach applies to the generated corresponding
distances between prime numbers:

(b.1) Smallest distance
(b.2) Largest distance
(b.3) Maximum distance between (b.1) and (b.2)
(b.4) Mean distance

In general the statistics are showing the following relationship between two
consecutive generated primes, as depicted in Fig. 2 and all generated primes in
general:

Furthermore a variance analysis and standard deviation will be presented and
explained in Sect. 3.3 for the prime numbers and the prime distances in Sect. 3.7.
Due to the large amount of data and the large numbers involved the following
subsections are going to present the most outstanding properties with regard to the
above-mentioned listing in (a) and (b) and the specific bit lengths of 32, 64, 128,
256, and 512 bit because they are most commonly used.

3.1 Largest and Smallest Prime Numbers

The largest and smallest prime numbers that have ever occurred are listed in Tables 1
and 2.

Although these specific numbers did not occur very frequently they give a good
reference point to search for boundaries and patterns within and among other
primes. This includes, among other properties, the occurrences of numbers near
threshold values (see Sects. 4 and 5), such as the largest and smallest prime.

Fig. 2 Distance between p
and q

p q

Table 1 Largest prime
numbers

Bit Value Occurrence

32 4,294,967,291 13

64 18,446 . . . 876,649 2

128 340,282 . . . 715,813 2

256 115,792 . . . 191,919 1

512 13,407 . . . 162,089 1
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Table 2 Smallest prime
numbers

Bit Value Occurrence

32 3,221,225,473 3

64 13,835 . . . 607,023 2

128 255,211 . . . 346,557 1

256 86,844 . . . 462,243 1

512 100,558 . . . 779,483 1

Table 3 Mean value of all
prime numbers

Bit Mean value

32 3,756,397,796

64 16,138 . . . 636,565

128 297,724 . . . 539,463

256 101,315 . . . 281,316

512 11,731 . . . 587,394

Fig. 3 Variance analysis Frequency

Primes
LV MV RV

Variance Variance

3.2 Mean Value of Prime Numbers

The mean value is calculated via all generated prime numbers which then was
used to determine the standard deviation which will be explained in the following
subsection. Table 3 shows the results.

3.3 Standard Deviation of Prime Numbers

The variance analysis as shown in Fig. 3 was conducted with regard to the standard
deviation. This applies to both the distance and the prime analysis. The evaluation
of the standard deviation provides good matches with the previous results.

The abbreviations used in the following tables and figures as well as in the above
Fig. 3 are:
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SP: Smallest prime MV: Mean value

LP: Largest prime xDR: x delta right

SD: Smallest distance xDL: x delta left

LD: Largest distance Sx: Sector x

LV: Left value to MV LD: Last digit

RV: Right value to MV

Fig. 4 Variance analysis of
prime numbers

Frequency

Primes
SP LV MV RV LP

S1 S2 S3 S4

Table 4 Statistical distribution of all prime numbers

Bit Sector 1 (S1) Sector 2 (S2) Sector 3 (S3) Sector 4 (S4)

32 21.13% 28.95% 28.78% 21.13%

64 21.13% 28.90% 28.84% 21.13%

128 21.13% 28.88% 28.85% 21.13%

256 21.14% 28.87% 28.86% 21.13%

512 21.55% 28.72% 28.71% 21.02%

To get the first overview the huge number space was divided into four different
sectors to analyze the distribution as shown in Fig. 4.

The largest and smallest prime numbers found marked the upper and lower
boundaries while the mean value is marking the approximate center. The left and
right value to the mean value helped again to separate the number range. Table 4
shows the proportional distribution of the primes for each sector and bit length.

First of all Table 4 reveals that the distribution for every bit length is almost
identical. But it proved at the same time that for every bit length most of the
generated primes, approximately 60%, are located between LV and RV.

3.4 Largest and Smallest Prime Distances

Looking at the distances is relevant due to the fact that they can provide information
about the properties and dependencies between two consecutive generated primes.
This can be very important, i.e., in relation to improve a prime factorization
processes and knowing the approximate location of two primes. The largest and
smallest prime distances that occurred are listed in Tables 5 and 6.
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Table 5 Largest prime
distance

Bit Value Occurrence

32 1,073,726,616 1

64 4611 . . . 887,704 1

128 85,069 . . . 365,142 1

256 28,947 . . . 658,100 1

512 335,188 . . . 410,182 1

Table 6 Smallest prime
distance

Bit Value Occurrence

32 2 3

64 2,031,919,274 1

128 97,049 . . . 555,744 1

256 24,277 . . . 917,692 1

512 1982 . . . 318,524 1

Table 7 Distance between
two generated primes

Bit Maximum distance

32 1,073,726,608

64 4611 . . . 968,430

128 85,069 . . . 094,649

256 28,947 . . . 018,638

512 355,188 . . . 303,022

Table 8 Mean value of all
prime distances

Bit Mean value

32 35,794,328

64 1537 . . . 847,280

128 28,357 . . . 762,191

256 9649 . . . 455,788

512 1173 . . . 562,455

3.5 Maximum Distance

The maximum distance was computed via the results of the largest and smallest
distance. The results are shown in Table 7.

3.6 Mean Value of Prime Distances

The result for the mean value of the primes distances is shown in Table 8.
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3.7 Standard Deviation of Prime Distances

Table 9 shows the proportional distribution of the prime distances for each sector
and bit length.

Both standard deviations show similar results. However, the deviation of the
distances in sector 2 is prominent. Again, sector 2 and 3 together contain most of
the generated distances. In this case approximately 63%.

4 Occurrence of Primes Near the Threshold Values

Given the fact that the generated integers are becoming increasingly larger with the
increasing length of bits the analyzed scope was adjusted based on the discovered
pattern of the largest prime. Thus, these patterns were used in order to locate other
primes within a predefined range. The most important ones are shown in Table 10.

The first digits of a prime are mainly responsible for the specific pattern with
regard to the threshold value. The delta (Δ) range was chosen based on the position
of the last digit of the found pattern. The idea is illustrated using the 32 bit value
in Table 11 where x is representing any digit. The last digit of the pattern ends in
the fourth position to the right. So, this position is set to one filled with zeros in the
delta value.

The classification of the number line is depicted in Fig. 5. The delta (Δ) between
each sector represents the searching area for close related numbers in relation to the
threshold value.

In case of the 32 bit pattern you can create a specific amount of groups of patterns
(ΔPattern−Range) computed via the difference between both patterns as shown in
Eq. (6). This then represents the actual search range for these specific patterns. In

Table 9 Statistical distribution of all prime distances

Bit Sector 1 (S1) Sector 2 (S2) Sector 3 (S3) Sector 4 (S4)

32 18.58% 36.98% 25.78% 18.57%

64 18.57% 36.98% 25.87% 18.57%

128 18.57% 36.98% 25.87% 18.57%

256 18.57% 36.98% 25.87% 18.57%

512 18.57% 36.98% 25.87% 18.57%

Table 10 Patterns for LP, SP Bit Pattern LP Pattern SP

32 4,294,967 . . . 3,221,225 . . .

64 18,446,744 . . . 1,383,505,806 . . .

128 34,028,236 . . . 255,211,775 . . .

256 115,792,089 . . . 8,684,406 . . .

512 1,340,780 . . . 100,558,559 . . .
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Table 11 Patterns for LP, SP Pattern Chosen Δ

4,294,967,xxx 1000

3,221,225,xxx 1000

SP SPDR LVDL LV LVDR MVDL MV

Δ S1 Δ Δ S2 Δ

MV MVDRRVDL RV RVDR LPDL LP

Δ S3 Δ Δ S4 Δ

Fig. 5 Likelihood of occurrence near the threshold values

Fig. 6 Dissemination of
patterns

this case it is computed as followed:

ΔPattern−Range = PatternLP −PatternSP (6)

= 4, 294, 967 − 3, 221, 225

= 1, 073, 742

Figure 6 depicts the dissemination of all patterns across the entire number range.
In this respect only the 32 bit values are displayed again.

As can be seen the minimum amount of patterns is distributed approximately
evenly above a certain threshold value indicated with the red line. On the other hand
it shows a slowly but surely decreasing distribution approaching to the threshold
value which can be traced back to the fact that the integers are getting larger.

Figure 7 is depicting a much smaller range showing that there are areas of a
greater concentration of patterns as indicated with the red circles. In this view these
accumulations can be seen as hills in the graph.

Table 12 shows the preliminary results of the first analysis of the percentage
distribution of primes within certain areas. The numbers in brackets present the
percentage of the amount of found located primes. As a matter of fact the frequency
of occurrence will start to drop as greater the bit size becomes. But the relative
frequency is still very high in relation to the bit size.
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Fig. 7 Accumulations of
patterns

Table 12 Percentage distribution of primes

Section Bit 32 Bit 64 Bit 128 Bit 256 Bit 512

SD: 0.09% 0.22% 0.12% 0.35% 0.56%

LV: 0.19% 0.43% 0.24% 0.69% 0.06%

MV: 0.19% 0.43% 0.24% 0.69% 0.06%

RV: 0.19% 0.22% 0.23% 0.69% 0.06%

LD: 0.09% 0.00% 0.12% 0.35% 0.03%

Sector-1: 20.95% 20.70% 20.90% 20.45% 20.96%

Sector-2: 28.76% 28.46% 28.65% 28.18% 28.66%

Sector-3: 28.60% 28.41% 28.62% 28.17% 28.65%

Sector-4: 20.95% 20.70% 20.90% 20.44% 20.96%

Table 13 Patterns for LD,
SD

Bit Pattern LP Pattern SP

32 1073 . . . 2 . . .

64 46,116 . . . 20,319 . . .

128 8506 . . . 97,049 . . .

256 2894 . . . 24,277 . . .

512 3351 . . . 1982 . . .

5 Occurrence of Distances Near the Threshold Values

The exact same procedure as described with the primes in the previous section was
conducted with the distances, too. Table 13 shows the patterns for the largest and
smallest distances while Table 14 illustrated using the 32 bit value to find out the
corresponding delta. In this respect, it should be noted that the delta for the smallest
distance was set to the same value as for the largest distance due to the small factor
for the smallest distance. Table 15 presents the final results.

In addition to Tables 12 and 15 a more detailed analysis is still underway but
the first analysis already shows that the generated primes can be separated into
groups of patterns. Then these patterns can be assigned to the different sectors
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Table 14 Patterns for LD,
SD

Pattern Chosen Δ

1073 xxx xxx 1,000,000

2 1,000,000

Table 15 Percentage
distribution of distances

Section Bit 32 Bit 64 Bit 128 Bit 256 Bit 512

SD: 0.19% 0.04% 0.02% 0.07% 0.06%

LV: 0.34% 0.08% 0.04% 0.12% 0.11%

MV: 0.25% 0.06% 0.03% 0.09% 0.08%

RV: 0.16% 0.04% 0.02% 0.06% 0.05%

LD: 0.00% 0.00% 0.00% 0.00% 0.00%

Sector-1: 18.22% 18.49% 18.53% 18.44% 18.46%

Sector-2: 36.69% 36.91% 36.94% 36.87% 36.89%

Sector-3: 25.67% 25.82% 25.85% 25.80% 25.81%

Sector-4: 18.49% 18.55% 18.56% 18.55% 18.55%

and narrowed down the area of concentration where most of the primes a primarily
located. This means that the actual located primes within that range is supposed to
be much higher considering that some patterns only differ in one digit of the primary
pattern. Currently it can be stated that both distances and primes have a noticeable
behavior. While the distances seem to be more concentrated near the mean value the
primes seem to have a close proximity to some threshold values with fluctuations in
between. But this assumption still needs to be proven in detail.

What definitely can be said about this property is that both the smallest and
largest prime numbers have some patterns to adjacent numbers that are close to
the maximum and minimum values. In the case of the largest 512 bit prime the
most noticeable property is the fact that all smaller numbers are closely related to
each other and lap with the first six digits. The same applies to the smallest prime
numbers and to all other bit sizes.

6 Patterns Within Primes

The search for patterns is very complex and difficult. However, first tests show that
there are not only patterns at the beginning of a prime but also within a prime. This
will be demonstrated with a small example of a 64 bit number as shown below:

17261221124532159023

17267101136670495809

The multiple patterns are marked in red. Patterns of a similar kind are very
probable but, as already mentioned, are very difficult to find. The more such patterns
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Table 16 Likelihood of
occurrence of the last digit

Bit 1 3 7 9

32 25.50% 23.78% 26.07% 24.65%

64 25.52% 23.73% 26.10% 24.65%

128 0% 33.41% 34.06% 32.53%

256 0% 33.36% 34.02% 32.62%

512 0% 33.41% 34.06% 32.62%

are found within a prime number, the more advantageous it is to find other prime
candidates. This has two decisive consequences. On the one hand, the number space
is automatically restricted and on the other hand the probability of finding possible
prime numbers increases due to the classification into groups of patterns.

7 Searching for Last Digits

Another special feature of primes is the fact that the last digit of a prime candidate
can either end with 1, 3, 7, or 9. The numbers 2 and 5 are excluded in this
consideration because they are the only exception to this rule. For this reason it
was analyzed how evenly the primes are distributed with regard to their last digit.
The final result of this analysis is shown in Table 16.

As can be seen every last digit appears nearly with the same likelihood within the
absolute values for every bit length. The last digit of 7 appears the most followed
by 1, 9, and 3. However, this applies only to integers with a bit length of 32 and
64 bit. Much more prominent is the result shown in the second column representing
the last digit of 1. Integers at a length of 128 bit and above do not show any single
prime number ending with the digit of 1. 7 is still the most common followed again
by 3 and 9. The analysis of this result is still ongoing.

8 Benefits from the Statistics

The first analysis found several aspects including block patterns of same digits
within the prime number itself as well as among several primes. Furthermore, the
generated primes seem to be generated within a certain undocumented upper and
lower boundary, which means that the generated primes do not exceed or fall below
a certain generated limit. But the most remarkable property is the fact the generated
prime numbers do not differ much from each other as one could assume. Whether or
not the primes were produced at once or in several runs and on different machines.
All in all this knowledge already reveals a lot about the generation process and
further reduces randomness as a consequence of this. This entire knowledge can be
of great importance when it comes to factorizing a large integer and to accelerate
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and facilitate the factorization process. Knowing and visualizing the proportional
distribution of primes as well as their related distances and their relationship of
distance can be a tremendous help in cracking keys that are based on PNGs and used
in RSA, for instance. This allows a faster prime factorization within a predefined
range based on the properties and relationships. This knowledge can also be used to
increase the forecast probability for a number being a potential prime key candidate
to search for.

9 Conclusions

This paper outlines and indicates that the current implementations of LibreSSL
and the one-sided approach to analyze PNGs are not sufficient enough to prove
randomness. However, this still requires further analysis including sorting and
analyzing the primes for these patterns as well as an intense code audit in order
to find correlations between the available statistics and the generation process itself.
This code audit is temporarily using LibreSSL as an example. A parallel analysis of
GNU Multiple Precision Arithmetic Library is underway and being set up so that
the results can be compared regarding their predictability and security. As a result,
this work might demonstrate that the current status “symmetric encryption cannot
be undone without the private key” might be wrong and thereby enable investigators
to decipher encrypted data.
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Secure Authentication Protocol for
Drones in LTE Networks

Dayoung Kang, Gyuhong Lee, and Jin-Young Choi

1 Introduction

In December 2016, Amazon, the largest e-commerce company in the USA, suc-
ceeded in delivering a delivery service using a drone to a farm in Cambridge,
England [15]. The time from order to delivery was only 13 min, and people began
to notice the possibility of using commercial drones. Drones began to be developing
for military use during World War I in the USA [16], but now they are in higher
demand from the civilian sector. The drone applications are diverse, such as disaster
management, search and rescue, agricultural use, and the arts, and the expected
economic effect is excellent. In order to operate and control drones in vast areas,
diverse methods of communication have been developed. Cellular networks have
become highly attractive to assist with drone identification, authentication, and
communication, and people started to get interested in drones [18].

Even though we are transitioning from LTE to 5G, more than 50% of GSM sub-
scribers use LTE networks for communication in 2020. GSMA (GSM Association)
announces that the number of 5G connections will reach 1.4 billion by 2025, 20% of
total connection. Nevertheless, 4G (LTE) will continuously grow over this period,
accounting for 56% of global connections by 2025 [11].

There are various vulnerabilities on LTE networks [6], but we are focusing on
the security vulnerability that could reveal the unique identifier (IMSI) of mobile
subscribers during mutual authentication and key exchange. If drone pilots used LTE
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for drone communication and a malicious adversary obtained IMSI of the drone,
the adversary could conduct passive or active attacks related to location privacy. If a
drone leaks its location, a malicious adversary can predict the frequency, destination,
starting point, or mission of the drone. Therefore the leakage of IMSI needs to be
addressed for the security and privacy of LTE drones.

In this paper, we first review various studies [12, 19, 21, 22] on how to improve
the LTE authentication protocol for mobile phones and show that these techniques
are not fit to LTE drone, which means that we need an authentication protocol
suitable for LTE drones. We describe the operation concept of a drone using LTE,
a network concept based on LTE, and a general user authentication process of the
LTE network. Later, we perform a security analysis to derive risks about leakage of
IMSI. Next, we proposed a key authentication protocol suitable for LTE drones as a
countermeasure. Finally, we specify and verify the proposed protocol using Scyther
[9], an automated protocol verification tool.

2 Related Works

Since there does not exist studies related to the LTE authentication protocol
specialized in LTE drones, we refer to a paper that poses the possibility of IMSI
leakage during the authentication process of a mobile phone on an LTE network
and proposes various security protocols.

Broek et al. [21], in 2015, proposed Dynamic ID-based authentication. The
author insisted that Home Subscription Server (HSS) must authenticate the sub-
scriber and the key exchanged by receiving the Pseudo IMSI (PMSI), instead of
receiving the ISMI from the SIM user at the initial stage. After shared with the
HSS, the subscriber stored two PSMIs in the SIM. The SIM subscriber receives an
Authenticate from the server by throwing one of the PMSIs rather than ISMI at
the initial phase. At this time, HSS discard the PMSI used for authentication and
make a new PMSI, and the subscriber receives the new PMSI and use it for the next
communication.

Norrman et al. [19] proposed that a SIM subscriber sends the IMSI encrypted
with a public key of HSS to the HSS so the IMSI would not be leaked. Since the
HSS’s private key is required to decrypt the IMSI encrypted with the HSS’s public
key, a malicious adversary without the private key cannot decrypt the ciphertext and
get the IMSI.

Hsieh et al. [12] provided an authentication protocol that used One-Time
Passwords (OTPs) based on the time and location information to authenticate the
subscriber securely. When the mobile subscriber transmits the location information
to the HSS, the HSS can predict the next moveable distance compared with the
previously received location information. The author claimed that if the mobile
phone subscriber was outside the predictable travel distance, the HSS could not
authenticate the subscriber.
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Abdrabou et al. [5] proved that the EPS-AKA protocol used for LTE authenti-
cation transmitted an unencrypted IMSI and proposed an authentication protocol
modified the EPS-AKA protocol. For this, the proposed authentication algorithm
should be stored in USIM on subscriber-side and in the authentication center on the
home subscriber server-side.

The above-discussed authentication protocols proposed an improvement of the
current protocol and modification of the existing infrastructure, but these were
studies on mobile phone subscribers, not drones. In this paper, assuming that the
current infrastructure is not changed, we propose an authentication protocol for LTE
drones that utilizes the secure channel of the drone operating system. In particular,
we introduce an authentication protocol suitable for LTE drone operation using
Asymmetric cryptography and 2-Factor Authentication.

3 LTE Drone Control System

3.1 General System Architecture

The drone control system is divided into a UAV (Drone) and a ground control station
(GCS) that commands and controls the drone, and for mutual communication, there
exist data link to transmit and receive information between the drone and the GCS.

We can divide the drone data link into two types [22], and one is a peer-to-peer
link where the drone is directly connected and controlled to the GCS, another is a
network-type link where the drone connects to the GCS using a high-speed wireless
network such as LTE or IEEE 802.16. There is a message protocol (e.g., MAVLink
[1]) used to exchange messages between the drone and GCS, and the drone transmits
the MAVLink message to the GCS over the LTE networks. In this paper, we discuss
a network-type link drone control system using LTE.

The drone performs through a base station (eNodeB), SGW (serving gateway),
and PGW (packet gateway) to communicate with GCS. The mutual authentication
between the drone and the LTE network is required at the initial phase. For
this authentication, the required information is stored in the drone’s SIM and
the HHS/AuC (home subscriber server/authentication center) operated by the
subscribed cellular carriers (e.g., Verizon, AT&T). Also, there exists MME (mobility
management entity), which is responsible for initiating authentication of the drone
device.

Figure 1 presents the architecture of the drone control system using LTE
networks [7].
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Fig. 1 Using LTE for drone control system

3.2 LTE Authentication Protocol

The drone needs to be authenticated by HSS/AuC to use LTE networks, but the
drone and the HSS do not send and receive authentication information directly, but
perform the authentication procedure through the MME [7, 22].

The drone sends an Attach Request with authentication information (IMSI, UE
Network Capability) in plaintext to make a connection from the MME at the initial
phase.

Upon receiving the Attach Request from the drone, the MME sends an Authen-
tication Data Request (IMSI, SN id, Network Type) to the HSS to authenticate the
drone.

The HSS puts the received Authentication Data into the EPS-AKA algorithm,
obtains Authentication Vector (RAND, XRES, AUTN, and Kasme) as a result, and
sends the AVs to the MME. After receiving the Authentication Vectors(AVs) from
HSS, the MME stores the AVs and sends an Authentication Request (RAND,
AUTN) to the drone to request authentication.

The drone that received the Authentication Request puts it into the EPS-AKA
algorithm in SIM, acquires AUTN, RES, Kasme, and sends RES to MME.

On receiving RES from the drone, the MME compares it to the XRES in
possession. Finally, the MME completes the authentication procedure if it is the
same as the XRES it has.

After that, MME set the encryption method, and the Drone, MME, and HSS have
secure communication performed using the Kasme owned by both sides.

Figure 2 shows how HSS authenticates drone through MME according to the
LTE standard [2–4].
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Fig. 2 Authentication and
key agreement protocol

RUN #2
Alice in role M

D -> Dave
H -> Bob
M -> Alice

Fresh _Hidden_  2#2

Var IMSI -> MessageIntruder1

 MessageIntruder1

 MessageIntruder1

 { MessageIntruder1} k (Bob , Alice)

 { MessageIntruder1} k (Bob , Alice)

 Initial intruder knowledge
The intruder generates: MessageIntruder1

recv_1 from Dave

recv_2 from Alice

send_2 to Bob

send_3 to Alice

Run #1
Bob in role H

H -> Bob

M -> Alice

Fresh  RAND#1, AUTN#1, XRES#1, Kasme#1

{ RAND#1, AUTN#1, XRES#1, Kasme#1} k(Bob, Alice)

Claim_h3
Secret : MessageIntruder1

[Id 3]  Protocol LTEDronesProtocol, role H, claim type Secret

Var IMSI -> 

Fig. 3 Attacks for claim secret IMSI

3.3 Security Analysis

We specified the ESP-AKA protocol using Scyther, which is a protocol verification
tool. We verified that a malicious intruder could sniff the IMSI over the LTE
networks, and pretend to be the drone. We will introduce Scyther in Sect. 5,and
the result of the security analysis is shown in Fig. 3.
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According to Mjølsnes et al. [17], even if an adversary has not experienced high-
level hacking, it is easy for him to reveal the IMSI in LTE. Once the adversary sniffs
IMSI, the threats that will affect the drone missions are as follows :

Disclosure of the Drone Identity A drone user must be authenticated by HSS
to access the LTE networks at the first access. During the authentication, the
drone transmits his IMSI in plaintext. Thus, an adversary could intercept the
IMSI through a sniffing attack. Once the adversary sniffed IMSI, the adversary
could obtain subscriber information, location privacy, and conversation information.
Furthermore, the attacker could hide the real drone user and commit other cyber
attacks such as DoS by using the IMSI [5].

Man in the Middle (MITM) Attack at the Authentication Phase A malicious
adversary can always intercept an Authentication Request sent to MME by disguised
as a Rogue base station. If the adversary gets the drone’s IMSI, it can hold both the
IMSI and the Authentication Request, so a MITM attack is possible[5].

Denial of Service A malicious attacker attempts to access the network by sending
a Fake Attach request continuously to the MME pretended to be a drone after
intercepting the IMSI and Authentication Request of the Drone. As the adversary
attacks, MME and HSS consume its computational powers, and normal drones
cannot access the network. Therefore, the drone cannot communicate with the GCS
over LTE networks, so it fails to operate the mission in the affected area [17].

Down Grade Attack Using IMSI If a malicious adversary steals IMSI of a target
drone and launches a DoS attack at the stage of sending an Attach Request, the
drone cannot use the LTE network. In such a situation, the drone uses 3G networks
as an alternative. Then, the adversary can use the 3G network’s weakness to attack
the drone[7, 13].

Location Leakage If a malicious attacker launches a DoS Attack toward a drone to
cause the drone to use a 3G network rather than an LTE network and has the IMSI
of the drone, the adversary can reveal the location of the target drone running within
a radius of 2 km2 [13, 20].

4 Proposed Protocol

NIST proposed methods to mitigate various threats in LTE networks [7]. To prevent
a hacker disguised as a rogue base station, wiretapping, or downgrade attack, NIST
identified third party over-the-top solutions with the mitigation method.

Therefore, we propose an authentication protocol that uses the trusted 3rd
party (GCS), subscriber information (signature value), and location information as
authentication factors. We propose a secure authentication protocol that we protect
the confidentiality of IMSI by encrypting with asymmetric keys of GCS and HSS at
first attach request phase.
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In this paper, we propose an authentication protocol with the goal of not leaking
IMSI by using the EPS-AKA Algorithm of USIM and the existing infrastructure
without modification.

4.1 Architecture of Proposed Protocol

When buying a SIM and a cellular plan, the drone provides IMSI, LTE K of the
SIM, and user information to HSS. The HSS stores the received IMSI in the form
of h(i) using a hash function h and ISMS i, and stores the subscriber information in
AuC as well.

The secret key for MAVLink protocol should be created on a GCS and shared
with drones via secure channels (e.g., local USB cable or local wired Ethernet
cable). GCS receives IMSI of the drone using this must-connect secure channel.

Once GCS gets IMSI from the drone through the wired secure channel, the GCS
encrypts the h(i) and the current location information (GPS) with the drone user’s
private key and HSS’s public key to request authentication.

After receiving the h(i) and GCS encrypted by the subscriber, the HSS decrypts
the cyphertext with HSS’s private key and subscriber’s private key and checks
whether the subscriber is valid or not. If the requester is a valid subscriber, the
HSS creates an Authentication Vectors (RAND, AUTN, XRES, Kasme) using the
EPS-AKA algorithm shared with the subscriber.

After the HSS select MME near drones based on the GPS information, HSS sends
the AVs (XRES, Kasme) and the temporary IMSI (TMSI) to the MME and addresses
the AVs (RAND, AUTN) and TMSI to the subscriber (GCS). The drone receives
AVs (RAND, AUTN) and TMSI from the GCS via a secure channel.

The drone puts the AVs (RAND), IMSI, Key into the EPS-AKA algorithm in
SIM, acquires AUTN, RES, Kasme, and compares the acquired AUTN and received
AUTN from HSS.

If the acquired AUTN and received AUTN are the same, the drone considers that
HSS sent the TMSI, and Kasme is the encryption key for the LTE network.

Since the MME has been holding the AVs (XRES, Kasme) received from the
HSS, once receiving TMSI and AVs (RES) encrypted with Kasme from the Drone,
the MME can decrypt the cyphertext. After comparing it with the RES and XRES,
the MME authenticates the drone if the values are the same.

Finally, LTE drone completes the authentication procedure, and a data link
between the Drone and GCS over the LTE network is connected.
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Fig. 4 LTE drone
authentication phase

4.2 Phase of Proposed Protocol

The proposed protocol consists of the authentication phase between four compo-
nents. We depict the authentication phases in Fig. 4, and list the used notations in
Table 1.

4.3 Security Analysis of Proposed Protocol

The proposed protocol is secure against the leakage of IMSI, so it protects the drone
from the adversary attacks related to the vulnerability.

Security Against Disclosure of Drone Identity In the proposed protocol, a drone
transmits IMSI to its GCS over a secure wired channel, which is USB via so it is
impossible to leak IMSI at this stage. The GCS encrypts IMSI with its private key,
then encrypts it with HSS’s public key and sends it to the HSS. Even if a malicious
adversary sniffs the LTE air interface, he cannot obtain the IMSI.

Security Against MITM Attack at the Authentication Phase In our proposed
protocol, a GCS sends an authentication request for the drone directly to the HSS
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Table 1 Notations of the proposed protocol

Parameter Meaning

Drone LTE device (user)

GCS Ground control station (command and control the drone)

HSS Home subscriber server

MME Mobility management entity

IMSI (TMSI) Drone USIM number (temporarily ID)

GPS Current location of drone

Kasme Secret key for communication between drone, MME and HSS

RAND Random number

h(.) Hash function

pk(X) Public key of X

sk(X) Private (secret) key of X

E(a,b) Encrypt message ‘b’ with a key ‘a’

XRES Expected response

RES Response for authentication

AUTN Authentication token

without going through the eNodeB and MME. Therefore, since the GCS sends
IMSI as an encrypted message directly to the HSS, even if a malicious adversary
masquerades as a rogue eNodeB, the adversary cannot receive the authentication
request and obtain the IMSI.

Security Against Denial of Service and Down Grade Attack Using IMSI As the
proposed protocol is secure against MITM attacks at the authentication request
phase, the malicious attacker cannot interrupt the authentication messages between
HSS and GCS. After successful drone authentication, the HSS allocates TMSI
instead of IMSI and provides the TMSI to the GCS, so the malicious adversary
cannot do DoS attacks using IMSI. Since TMSI is periodically changed, MITM
attacks or downgrade attacks using them would be troublesome to the malevolent
adversary.

Security Against Location Leakage If a malicious adversary fails to collect IMSIs
of drones, the attacker will not be able to detect the location or movement of the
drone over time.

5 Formal Analysis

5.1 Protocol Verification Tool : Scyther

Scyther is an automatic tool for the verification, falsification, and analysis of
security protocol under the perfect cryptography assumption. We assumed that all
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Fig. 5 Protocol verification
using Scyther

cryptographic functions are perfect, which means any adversary learns nothing from
an encrypted message unless he knows the key. We can use Scyther to find the
potential security problems from the protocol development [8, 9].

Figure 5 shows an overview of a protocol verification process using Scyther.
We could check the security properties for LTE Drone Authentication and to
verify that certain values are confidential (secrecy) or certain properties hold for
the communication partners (authentication). Scyther allows us to verify these
properties or falsify them.

5.2 Specification

The descriptions of the proposed protocols and the claims are written in Security
Protocol Description Language (SPDL), which allows Scyther to verify the proper-
ties. The descriptions of the LTE authentication protocol are as follows :

const pk : Function;
secret sk : Function;
inversekeys (pk, sk);
hashfunction h;
usertype Message;
protocol LTEDroneAuth(D, G, H, M){

role D{
fresh RES : Nonce;
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fresh TMSI2 : Message;
send_4 (D, M, {RES}k(D,H,M),TMSI2); }

role G{
fresh Imsi, GPS : Nonce;
var rand, autn : Nonce;
var TMSI2 : Message;
send_1 (G, H, {{h(Imsi),GPS}sk(G)}pk(H));
recv_3 (H, G, {{rand, autn, h(Imsi),
TMSI2}sk(H)}pk(G)); }

role H{
var Imsi, GPS : Nonce;
fresh rand, autn, XRES : Nonce;
fresh authenticateduser : Nonce;
fresh TMSI1 : Message;
fresh TMSI2 : Message;
recv_1 (G, H, {{h(Imsi),GPS}sk(G)}pk(H));
match (h(Imsi),h(authenticateduser));
send_2 (H, M, {XRES, TMSI1,
k(D,H,M)}k(H,M));
send_3 (H, G, {{rand, autn, h(Imsi),
TMSI2}sk(H)}pk(G)); }

role M{
var XRES, RES : Nonce;
var TMSI1 : Message;
var TMSI2 : Message;
recv_2 (H, M, {XRES, TMSI1, k(D,H,M)}k(H,M));
recv_4 (D, M, {RES}k(D,H,M), TMSI2);
match(RES, XRES);
match(TMSI1, TMSI2); }

}

5.3 Analysis of the Verification Results

Cas Cremers[10] and G. Lowe [14] suggest a methodology for the formal spec-
ification and verification of abstract security protocols. The author introduces
security properties related to secrecy and several forms of authentication. Based
on the approach, the security properties that we used to verify that our proposed
authentication protocol are as follows:

Secrecy Secrecy property explains that certain information is not revealed to
adversaries, even though the message is communicated over untrusted networks.
Secrecy claim is written as a claim(A, secret, rt), where A is the role executing this
event, and rt is the term that should be secret, which is not known to the adversary.
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Aliveness Aliveness is a form of authentication that intends to authorize that an
aimed communication partner has executed some events that means the partner is
alive. Aliveness claim is written as a claim(A, alive), where A is the role executing
this event and should be alive.

Non-injective Synchronization Non-injective synchronization is that everything we
intended to happen in the protocol description also occurs in the trace. Non-injective
synchronization claim is written as a claim(A, Nisynch), where A is the role
executing this event.

Non-injective Agreement The definition of non-injective agreement expresses that
for all claims in any trace, there exist runs for the other roles in the described
protocol, such that all communication events causally preceding the claim must have
occurred before the claim. Non-injective agreement claim is written as a claim(A,
Niagree), where A is the role executing this event.

Weak Agreement Weak agreement is that if an initiator completes a run of the
protocol, apparently with a responder, then the responder has previously been
running the protocol, apparently with the initiator. Weak agreement claim is written
as a claim(A, Weakagree), where A is the role executing this event.

We verify that the secrets, which required for authentication, such as IMSI
and RES and XRES, are not leaked by using Scyther to verify the proposed
authentication protocol. Also, we proved that the proposed protocol satisfies the
other security properties. The verification result is as follows :

– LTE Drones : We verify that LTE drone satisfies Non-injective synchronization
and Non-injective Agreement in the proposed protocol. While transmitting
RES from drone to MME, they are secure against malignant adversaries. The
verification result is shown in Fig. 6.

– MME : We prove that MME satisfies the security properties, which are Aliveness,
Weak agreement, Non-injective synchronization, and Non-injective Agreement
within its bound. MME keeps the secret, Kasme, and XRES from HSS and
RES from LTE drone. It is proved that the proposed mechanism withstands all
automatic attacks, and no attack was found within its bounds. The analysis result
is shown in Fig. 7.

Fig. 6 Verification result of
LTE drone



LTE Drone Authentication 29

Fig. 7 Verification result of
MME

Fig. 8 Verification result of
GCS

– GCS: We verify that GCS satisfies the security properties, which are Aliveness,
Weak agreement, Non-injective synchronization, and Non-injective Agreement.
While sending a message to HSS, GCS keeps the secrets, the location information
of the drone, and IMSI by hiding with a hash function. While receiving a message
from HSS, a malicious adversary cannot capture the secrets, RAND, AUTN, and
Kasme. The verification result is shown in Fig. 8.

– HSS : We verify that HSS satisfies the security properties, which are Aliveness,
Weak agreement, Non-injective synchronization, and Non-injective Agreement.
While sending a message to MME, HSS keeps the secret, XRES and Kasme.
While receiving a message from GCS, a malicious adversary cannot capture
the secrets, IMSI, and the location information of the drone. While replying a
message to GCS, HSS keeps the secrets, RAND and AUTN. The analysis result
is shown in Fig. 9.
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Fig. 9 Verification result of
HSS

As shown in results, the proposed protocol proves a mutual authentication
between LTE drone and HSS by using a trusted third party (GCS). We can claim
that our proposed protocol is secure against the leakage of IMSI.

6 Conclusion

In this paper, we introduced LTE drones communication architectures, and a general
authentication protocol, EPS-AKA protocol in LTE. Since there exist the security
flaws in the LTE authentication protocol, it could be vulnerable to the location
privacy and security of LTE drones. Once HSS authenticates LTE drones by using
general LTE authentication protocol, adversaries could detect IMSI since it was not
encrypted.

We proposed a secure authentication protocol that is appropriate for the LTE
drone environment consisting of command and control systems such as GCS.
The proposed authentication protocol for LTE drones uses signed and encrypted
messages by a public key of GCS and a private key of HSS in order to hide the
IMSI of drones from the wireless section. As a result, we could address the security
and privacy risk of LTE drones by hiding IMSI.

Besides, we proved the formal analysis of the new proposed protocol against the
frequent attacks and automated adversaries. The proposed authentication protocol
has been proved secure by using Scyther, and we verified the protocol all the security
property requirements specified in the abstract model.

We believe that this work represents a significant step toward secure LTE drones.
In our future work, we will evaluate and discuss the performance of the proposed
protocol.
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Memorable Password Generation
with AES in ECB Mode

Timothy Hoang and Pablo Rivas

1 Introduction

Password security is a constant bother in the modern world. Today, it is possible to
save passwords into Google’s autofill and other password manager programs. These
programs can generate passwords on the fly and store them on a computer or online
account so that one would only have to remember a single password to access every
other password they have. This is useful for people to have a multitude of different
secure passwords for all of their accounts to make it more difficult for malicious
entities to access them all. However, the downside of this technology is that all
of the accounts are linked to one crucial location. Another downside is needing to
first log into the master account if signing onto one of the accounts from another
location, making access to the desired account difficult. The last downside is that
many of these programs charge a subscription fee to securely store passwords. With
ALP program, it is possible to create multiple randomly generated passwords that
should be easy to remember given the user’s parameters. This solves the one location
and access from other computers issues since one can more easily remember each
individual password since they are readable. Since the password will be readable,
and therefore more memorable, one will have an easier time accessing their accounts
from other locations without access to the password manager.

T. Hoang (�) · P. Rivas
Marist College, Poughkeepsie, NY, USA
e-mail: timothy.hoang1@marist.edu

© Springer Nature Switzerland AG 2021
K. Daimi et al. (eds.), Advances in Security, Networks, and Internet of Things,
Transactions on Computational Science and Computational Intelligence,
https://doi.org/10.1007/978-3-030-71017-0_3

33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-71017-0_3&domain=pdf
mailto:timothy.hoang1@marist.edu
https://doi.org/10.1007/978-3-030-71017-0_3


34 T. Hoang and P. Rivas

2 Concerns

There is a concern for dictionary attacks with normal random word combinations
for password generation [1]. That is why the lexicon was made completely
customizable, as it will negate the effect of this type of brute force attack. With
the customizable lexicon, the user is not limited to traditional words found in the
dictionary. The user is able to add whatever string they deem memorable. This
includes slang, names, made-up words, non-English words, sentimental numbers,
and any bit of information. This is useful as it allows one to create passwords that
are equally complex as a completely random string of the same length, while also
being secure from traditional dictionary attacks since a stylistic touch is added to
the lexicon. Therefore, unless the attackers know exactly what “words” were in the
dictionary at the time of creating the password, they cannot perform a dictionary
attack. This makes the customizable lexicon approach protected against brute force
dictionary attacks.

In the lexicon, for example, the user puts in these strings, “4Plakilt3, WaR75atel8,
M1zule, Laz4Apt, M0der0ck.” To the user, these made up words are memorable
for some reason (the numbers, capitalization, and segments of the words hold some
significance to that specific user and no one else). Now, say the user requests that the
password be 16 characters in length. From those words, the program can combine
them to generate a password such as M1zuleWaR75atel8 or 4Plakilt3Laz4Apt. As
long as the user has enough words and variety in word lengths within the dictionary,
it is possible to create many completely unique passwords at any length. Since the
“words” in the dictionary are deemed memorable according to the user, what may
look like a bunch of random characters to someone can be easily remembered by the
user. Unless the attacker knows every word within the lexicon that the user utilized
at the time of generating their password, the only way to brute force it would be to
brute force every single character. This gives the same time complexity as if they
were to brute force a password where every character is random.

3 Methodology/Experimental Setup

The lexicon reading and password generation portion of the ALP application is
complete. The function is for the program to read a lexicon that the user creates.
From the lexicon of words, a random “readable” password will be generated. Each
word in the .txt file is separated by line. Although any length word can be added to
the lexicon, the program, as it stands, will only choose words that are 16 characters
or less since that is what is required for the AES 128. This character count can be
expanded easily in the code, but for the purpose of demonstrating its use in an AES
128 cipher, it was limited to 16. If the smallest word in the lexicon is too big to fill
in the remaining characters needed, randomly generated characters will be chosen
for the remainder of the password. In addition to this, the user is able to toggle
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between a “readable” and a completely random password. In the completely random
passwords, each character is randomly generated and not read from the lexicon at
all. These programs are only intended for English letters and numbers, so it may
produce problems when introduced to other characters.

For the decryption portion, inverse programs were created for the ShiftRow(),
NibbleSub(), and MixColumn() functions that are present in the AESencryption.java
file which encrypts messages with AES 128. The changes to these functions include
the change present in InvMixColumn(), where there is Galois multiplication in
different fields. In addition to these inverse functions, the order of key operations
has been reversed.

Figure 1 contains the order of operations to be done for encryption and decryption
in AES. Since the encryption part was completed previously, here is an explanation
of the right side of the picture from the bottom up. The program starts by adding the
round key. Then, for the next nine keys, the following will take place: invShiftRow(),
invNibbleSub(), add the round key, then InvMixColumn(). For the last key, the
program will do the same process except it will leave out the InvMixColumn()

Plaintext Plaintext 

Add Round Key

Add Round Key

Add Round Key
Add Round Key

Add Round KeyAdd Round Key

Nibble Sub

Nibble Sub

Shift Row

Shift Row

Mix Column

Ciphertext Ciphertext

Inverse Nibble Sub

Inverse Shift Row

Inverse Mix Column

Inverse Nibble Sub

Inverse Shift Row

R
ou

nd
 1

0
R

ound 10
R

ou
nd

s 
1-

9
R

ounds 1-9

Fig. 1 Order of operations for AES encryption and decryption
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function. The order of operations is achieved in the AESdecrypt() function, which
is located in the AESdecipher.java file [2].

In InvShiftRow(), all the program does is change the rows opposite to how it was
shifted in ShiftRow(). That is, instead of taking the last one, two, and three subjects
of the bottom three rows in the matrix and bringing them to the front, the program
takes the first three, two, and one subjects from those rows and moves them to the
back. This is displayed visually in Fig. 2 [3].

For InvNibbleSub(), the program does the exact same operation as AESNibble-
Sub() but uses the substitution values contained in the table shown in Fig. 3 [4].

For InvMixColumn(), the program will perform operations as shown in Fig. 4,
where the numbers in the second matrix are the Galois field numbers [5].

During TransformationS0,0 S0,1 S0,2
S0,3 S0,0 S0,1 S0,2

S0,3

S1,0 S1,1 S1,2
S1,0 S1,1 S1,2

S1,3
S1,3

S2,0 S2,1 S2,0 S2,1
S2,2

S2,3 S2,3
S2,2

S3,0 S3,0S3,1 S3,2
S3,3 S3,1 S3,2

S3,3

InvShiftRow()

Fig. 2 Inverse Shift Row function

Fig. 3 Inverse Nibble Substitution function substitution values
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Fig. 4 Inverse Mix Column function

4 Experiment Results

The program will produce a memorable password using words provided in the
lexicon of choice. By running the main program, it has produced passwords such
as hic3cco7dinhl4mb and contr2buto9hedrd. These passwords are concatenations of
the strings [“hic”, “3cco7dinh”, “l4mb”] and [“contr2buto9”, “hedrd”], respectively.
The test cases for each of the inverse functions can be performed by running test.java
program. test.java will display the matrices passed into each of the functions as
well as their resulting matrices. The output for these test cases can be found in the
testcases.txt file located within the data folder of this project. All of the inverse
functions perform as intended. Attempting to run the full decryption process does
not decrypt the message properly. Despite the fact that several experiments were
conducted to address this, the source of this issue has not been found.

5 Conclusion

In conclusion, the ALP program is able to create secure, memorable passwords for
use with the lexicon of choice. However, the decryption process of the program is
still being investigated. Work has been made on the individual processes and order
methodology functioning properly as far as the test cases and results show, but there
is something holding back the full decryption. The password generation portion
of ALP has many use cases for individuals of all kinds, as everyone needs proper
security for their many accounts in the modern world. For further improvement,
figuring out and fixing the error concerning the order of operations in the AES
decryption process is the most crucial. In addition to this, adding the ability to
have special characters in the lexicon for password generation and being able to
set requirements for the resulting password, such as requiring a certain number of
numbers, special characters, and capitalization can be done.

The code to reproduce the experiments can be accessed under the MIT license in
this repository: github.com/timhoangt/ALP
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A Comprehensive Survey on Fingerprint
Liveness Detection Algorithms
by Database and Scanner Model

Riley Kiefer and Ashokkumar Patel

1 Introduction

Fingerprint biometrics are of one of the most popular forms of biometric data for
authentication. Many modern cell phones have some form of fingerprint recognition,
and fingerprints are commonly used by the police and investigation services. While
other biometric data like face recognition is gaining traction, it will take time for
it to reach mainstream use. With a growing number of people using biometric
authentication, it falls into the hands of researchers and companies to ensure the
security of these systems. One of the biggest threats to biometric authentication
is the ability for an attacker to spoof the biometric data. For a fingerprint, this is
possible by making an artificial fingerprint from the residue on a surface. Some
of the most common types of spoofing materials include gelatin, latex, and glue.
While researchers have developed algorithms to counter the most common spoofing
materials, novel or unseen materials can easily fool an algorithm. Alternatively,
cadaver fingers also pose a threat to security. There is a need for robust algorithms
to detect fingerprint spoofing of all types. The goal of this research is to compile the
latest performance data on software-based anti-spoofing schemes for fingerprints to
assist researchers in developing next-generation anti-spoofing measures.

This work is inspired by the E. Marasco and A. Ross’ 2014 survey on Anti-
spoofing Schemes for Fingerprint Recognition [1]. Their survey details almost
all facets of fingerprint biometrics, and it provides a comparison of algorithms
published on or before 2014. This survey focuses on a comparison of algorithms
published in late 2014 to 2019. This work is an extension and continuation of
our original brief survey on Spoofing Detection Systems for Fake Fingerprint

R. Kiefer · A. Patel (�)
Florida Polytechnic University, Lakeland, FL, USA
e-mail: rkiefer@floridapoly.edu; apatel@floridapoly.edu

© Springer Nature Switzerland AG 2021
K. Daimi et al. (eds.), Advances in Security, Networks, and Internet of Things,
Transactions on Computational Science and Computational Intelligence,
https://doi.org/10.1007/978-3-030-71017-0_4

39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-71017-0_4&domain=pdf
mailto:rkiefer@floridapoly.edu
mailto:apatel@floridapoly.edu
https://doi.org/10.1007/978-3-030-71017-0_4


40 R. Kiefer and A. Patel

Presentation Attacks [2]. This chapter expands upon our original work by including
a summary of the LivDet competition results over time, adding algorithm variants,
and including algorithms that were tested on non-LivDet datasets.

2 A Brief Review of the LivDet Competition Series

The LivDet competition is held once every 2 years. Competitions have been held in
2009 [3], 2011 [4], 2013 [5], 2015 [6], 2017 [7], and 2019 [8]. At the competition,
biometric spoofing data of all types are used to test algorithms submitted by
researchers. The fingerprint dataset is divided by images from three or four different
scanner models. The primary metric of performance is the Average Classification
Error (ACE), which is the average of the Type I and Type II statistical errors. Table 1
includes the various fingerprints scanners used in the LivDet datasets. Most scanners
are optical; however, there is a recent shift to thermal images (from Orcanthus) to
test algorithm performance on the latest hardware technologies.

Figure 1 shows the improvement of the average overall ACE for LivDet
competitors over all competition years. A projection of the trendline shows the
possible performance of LivDet-2021; however, this is highly dependent on the
data itself. As seen in LivDet-2011, all submitted algorithms had over 20% ACE,
alluding to the relative difficulty of the dataset. Figure 2 provides the best ACE
metric of all algorithms submitted by competitors, for all scanner types across all
competition years. This data is often used as a baseline performance for researchers
testing their algorithm.

Table 1 A complete summary of the fingerprint scanner specifications used in the LivDet
fingerprint competition series

Company Years Used Model Resolution Image Size Format Scanner Type
Biometrika 09, 11, 13 Fx2000 569 312x372 RAW Optical
CrossMatch 09 Verfier 300 LC 500 480x640 RAW Optical

Identix 09 DFR2100 686 720x720 RAW Optical
Digital Persona 11 4000B 500 355x391 RAW Optical

Italdata 11, 13 ET10 500 640x480 RAW Optical
Sagem 11 MSO300 500 352x384 RAW Optical

CrossMatch 13, 15 L Scan Guardian 500 800x750 - -
Swipe 13 - 96 208x1500 - -

Biometrika 15 HiScan-PRO 1000 1000x1000 BMP Optical
GreenBit 15 DactyScan26 500 500x500 PNG Optical
Green Bit 17, 19 DactyScan84C 500 500x500 PNG Optical
Orcanthus 17, 19 Certis2 Image 500 300xn PNG Thermal Swipe

Digital Persona 15, 17, 19 U .are.U 5160 500 252x324 PNG Optical
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LivDet Competition Performance Over Time

LivDet Competition Year
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Fig. 1 A graph of the performance of LivDet competitions over time in terms of average,
minimum, and maximum overall ACE on all scanners and projections for LivDet-2021

Fig. 2 A graph of the best competitor’s algorithms by scanner type for each competition year
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3 The LivDet-2009 Competition Dataset

The LivDet-2009 competition dataset [3] includes three scanner models:
Biometrika, CrossMatch, and Identix. All fingerprint images were collected in
a consensual manner, and there were three spoof materials used: gelatin, silicone,
and Play-Doh. Table 2 ranks the algorithms that were submitted between 2014 and
2019 and tested on the LivDet-2009 dataset in terms of the ACE metric.

4 The LivDet-2011 Competition Dataset

The LivDet-2011 competition dataset [4] includes four scanner models: Biometrika,
Digital Persona, Italdata, and Sagem. All fingerprint images were collected in
a consensual manner and there were six spoof materials used: latex, gelatin,
silicone, Play-Doh, wood glue, and Eco-flex. Table 3 ranks the algorithms that were
submitted between 2014 and 2019 and tested on the LivDet-2011 dataset in terms
of the ACE metric, except for [9], which used the ER metric.

5 The LivDet-2013 Competition Dataset

The LivDet-2013 competition dataset [5] includes four scanner models: Biometrika,
CrossMatch, Italdata, and Swipe. Half of the fingerprint images were collected in
a consensual manner (CrossMatch and Swipe) and there were six spoof materials
used: Body double, latex, Play-Doh, wood glue, gelatin, Eco-Flex, and Mudsill.
Table 4 ranks the algorithms that were submitted between 2014 and 2019 and tested
on the LivDet-2013 dataset in terms of the ACE metric, except for [9], which used
the ER metric.

6 The LivDet-2015 Competition Dataset

The LivDet-2015 competition dataset [6] includes four scanner models: Biometrika,
CrossMatch, Digital Persona, and Green Bit. All fingerprint images were collected
in a consensual manner and there were ten spoof materials used: Eco-Flex, gelatin,
latex, wood glue, liquid Eco-Flex, RTV, Play-Doh, Body Double, OOMOO, and a
special gelatin. Table 5 ranks the algorithms that were submitted between 2014 and
2019 and tested on the LivDet-2015 dataset in terms of the ACE metric.
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Table 2 A complete summary of all algorithms and their variants ranked by the average ACE of
all scanners of the LivDet-2009 dataset, with green representing the best for that scanner

Reference Algorithm Name and/or Brief Description Average Biometrika Cross Match Identix
16 DCNN and SVM Trained with RBF Kernel 0 - -
16 DCNN and SVM  Trained with Polynomial Kernel Order 2 0.3837 0.3837 - -
16 DCNN and SVM  Trained with Polynomial Kernel Order 3 0.5756 0.5756 - -
18 MvDA: G1- SID RICLBP LCPD DSIFT LPQ-3 + LPQ-5, M =4424 0.73 1.3 0.9
18 MvDA: G5- SID RICLBP LCPD DSIFT RILPQ-3, M=4168 0.73 1.2 1
22 Deep Triplet Embedding (TNet) 0.77 0.71 1.57 0.044
18 MvDA: G6- SID RICLBP LCPD DSIFT, M=3912 0.8 1.1 1.3
18 MvDA: G4- SID RICLBP LCPD DSIFT WLD, M=6793 0.9 1.6 1.1
18 MvDA: G2- SID RICLBP LCPD DSIFT WLD LPQ-5 + LPQ-7, M=7304 0.93 1.7 1.1
18 MvDA: G3- SID RICLBP LCPD DSIFT WLD BSIF-5, M= 7826 1 1.9 1.1
18 Spidernet: G2- SID RICLBP LCPD DSIFT WLD LPQ-5 + LPQ-7, M=7304 1.23 1.6 1.8 0.3
18 Spidernet: G3- SID RICLBP LCPD DSIFT WLD BSIF-5, M= 7826 1.23 1.6 1.8 0.3
18 Spidernet: G5- SID RICLBP LCPD DSIFT RILPQ-3, M=4168 1.27 1.4 2 0.4
18 Spidernet: G1- SID RICLBP LCPD DSIFT LPQ-3 + LPQ-5, M =4424 1.3 1.5 2.1 0.3
18 Spidernet: G6- SID RICLBP LCPD DSIFT, M=3912 1.3 1.6 2 0.3
18 Spidernet: G4- SID RICLBP LCPD DSIFT WLD, M=6793 1.33 1.9 1.8 0.3
18 AdaBoost: G1- SID RICLBP LCPD DSIFT LPQ-3 + LPQ-5, M =4424 1.37 1.7 2.4
18 AdaBoost: G2- SID RICLBP LCPD DSIFT WLD LPQ-5 + LPQ-7, M=7304 1.37 2.1 2
18 Linear SVM: G2- SID RICLBP LCPD DSIFT WLD LPQ-5 + LPQ-7, M=7304 1.4 1.6 1.6 1
18 Linear SVM: G3- SID RICLBP LCPD DSIFT WLD BSIF-5, M= 7826 1.4 1.7 1.5 1
18 AdaBoost: G3- SID RICLBP LCPD DSIFT WLD BSIF-5, M= 7826 1.43 2.2 2.1
18 AdaBoost: G4- SID RICLBP LCPD DSIFT WLD, M=6793 1.47 2.3 2.1
18 Linear SVM: G1- SID RICLBP LCPD DSIFT LPQ-3 + LPQ-5, M =4424 1.47 1.7 1.8 0.9
18 Linear SVM: G4- SID RICLBP LCPD DSIFT WLD, M=6793 1.47 1.8 1.6 1
18 Linear SVM: G5- SID RICLBP LCPD DSIFT RILPQ-3, M=4168 1.5 1.9 1.7 0.9
18 AdaBoost: G6- SID RICLBP LCPD DSIFT, M=3912 1.53 2.3 2.3
18 AdaBoost: G5- SID RICLBP LCPD DSIFT RILPQ-3, M=4168 1.57 2.3 2.4
18 Linear SVM: G6- SID RICLBP LCPD DSIFT, M=3912 1.57 2.1 1.7 0.9
13 Model 1- CNN-VGG- 227x227 1.63 4.1

0

0
0

0
0
0
0

0
0

0
0

0
0

0.6 0.2
13 Model 2- CNN-Alexnet- 224x224 2.73 5.6 1.1 0.4
43 Wavelet-Markov 2.83 5.4 2.8 0.3
41 Local Uniform Comparison Image Descriptor (LUCID) 2.86 0.14 7.94 0.49
20 Binarised Statistical Image Features (BSIF) 3.03 3.48 4.6 1.02
11 CNN, Random Sample Patch 3.42 - - 3.42
16 DCNN and SVM Trained with linear Kernel 3.84 3.84 - -
13 Model 3- CNN-Random 3.9 9.2 1.7 0.8
38 Augmented Convolutional Network PCA SVM 3.94 9.23 1.78 0.8
29 Local Quality Features (LQF) 5.3 8.5 5.6 2
38 Convolutional Network PCA SVM 5.36 9.49 3.76 2.82
13 Model 4- Local Binary Patterns (LBP) 5.53 10.4 3.6 2.6
38 Augmented Local Binary Patterns (LBP) PCA SVM 5.58 10.44 3.65 2.64
16 DCNN and LR Classifier 8.06 8.06 - -
42 Image Quality Assesment (IQA)-based 8.23 12.8 10.7 1.2
48 Local Accumulated Smoothing Pattern (LASP) 11.51 9.99 12.28 12.24
19 Local Coherence Patterns and SVM 13.17 13.21 15.58 10.71
38 Local Binary Patterns (LBP) PCA SVM 19.25 50 6.81 0.95

7 The LivDet-2017 Competition Dataset

The LivDet-2017 competition dataset [7] includes three scanner models: Green
Bit, Digital Persona, and Orcanthus. All fingerprint images were collected in a
consensual manner and there were six spoof materials used: wood glue, Eco-flex,
Body Double, gelatin, latex, and liquid Eco-Flex. Due to the LivDet-2017 dataset
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Table 3 A complete summary of all algorithms and their variants ranked
by the average ACE of all scanners of the LivDet-2011 dataset, with green
representing the best for that scanner
Reference Algorithm Name and/or Brief Description Average Biometrika Digital Persona Italdata Sagem

10 LBP and Discrete Shearlet Transform 0 - 0 - -
26 CNN-MobieNet-v1 and Munitae-based Local Patches 1.67 1.24 1.61 2.45 1.39
18 Spidernet: G4- SID RICLBP LCPD DSIFT WLD, M=6793 1.68 2 0.7 2.8 1.2
18 Spidernet: G5- SID RICLBP LCPD DSIFT RILPQ-3, M=4168 1.9 1.7 1.3 2.9 1.7
34 Fully Convolutional Network 64 x 64 1.95 1.55 0.8 4.1 1.34
18 Spidernet: G1- SID RICLBP LCPD DSIFT LPQ-3 + LPQ-5, M =4424 1.95 2.3 1.4 2.1 2
18 Spidernet: G2- SID RICLBP LCPD DSIFT WLD LPQ-5 + LPQ-7, M=7304 2 2.4 1 3.1 1.5
18 Spidernet: G3- SID RICLBP LCPD DSIFT WLD BSIF-5, M= 7826 2 2.3 1 2.6 2.1
18 MvDA: G1- SID RICLBP LCPD DSIFT LPQ-3 + LPQ-5, M =4424 2.08 0.7 0.7 4.6 2.3
34 Fully Convolutional Network 48 x 48 2.13 1.1 1.1 4.75 1.56
18 MvDA: G5- SID RICLBP LCPD DSIFT RILPQ-3, M=4168 2.13 0.7 0.8 4.7 2.3
49 Fisher Vector 2.13 3.45 0.2 3.1 1.75
18 Spidernet: G6- SID RICLBP LCPD DSIFT, M=3912 2.15 2.2 1.1 3.1 2.2
18 Linear SVM: G4- SID RICLBP LCPD DSIFT WLD, M=6793 2.25 2 1.3 3.5 2.2
18 MvDA: G2- SID RICLBP LCPD DSIFT WLD LPQ-5 + LPQ-7, M=7304 2.28 0.9 0.7 5.3 2.2
18 MvDA: G6- SID RICLBP LCPD DSIFT, M=3912 2.28 0.9 0.8 4.9 2.5
18 Linear SVM: G2- SID RICLBP LCPD DSIFT WLD LPQ-5 + LPQ-7, M=7304 2.33 2 1.4 3.8 2.1
18 Linear SVM: G3- SID RICLBP LCPD DSIFT WLD BSIF-5, M= 7826 2.33 1.8 1.2 4 2.3
18 Linear SVM: G5- SID RICLBP LCPD DSIFT RILPQ-3, M=4168 2.35 1.5 1.4 4 2.5
18 Linear SVM: G6- SID RICLBP LCPD DSIFT, M=3912 2.38 1.8 1.5 3.8 2.4
18 Linear SVM: G1- SID RICLBP LCPD DSIFT LPQ-3 + LPQ-5, M =4424 2.43 1.8 1.4 4.3 2.2
34 Fully Convolutional Network 32 x 32 2.44 2.35 0.9 5.4 1.09
28 Gram-128 Model 2.45 2.75 0.55 5 1.5
18 MvDA: G4- SID RICLBP LCPD DSIFT WLD, M=6793 2.45 0.5 0.8 5.9 2.6
21 DCNN-Inception v3 + Minutiae-based local patches 2.59 2.6 2.7 3.25 1.8
18 MvDA: G3- SID RICLBP LCPD DSIFT WLD BSIF-5, M= 7826 2.7 1.2 0.8 6.7 2.1
49 Vector Locally Aggregated Descriptors 2.88 3.9 0.1 6.5 1
17 CNN-VGG 227x227 With Dataset Augmentation 2.9 - - - -
22 Deep Triplet Embedding (TNet) 3.33 5.15 1.85 5.1 1.23
18 AdaBoost: G3- SID RICLBP LCPD DSIFT WLD BSIF-5, M= 7826 3.55 3.3 2.9 5.9 2.1
28 Gram-128 Model with Augmentation 3.58 4.95 2 4.8 2.56
18 AdaBoost: G2- SID RICLBP LCPD DSIFT WLD LPQ-5 + LPQ-7, M=7304 3.58 3 3.3 5.8 2.2
18 AdaBoost: G4- SID RICLBP LCPD DSIFT WLD, M=6793 3.58 3.2 3.1 5.8 2.2
18 AdaBoost: G1- SID RICLBP LCPD DSIFT LPQ-3 + LPQ-5, M =4424 3.68 3.1 3.2 5.8 2.6
17 CNN-Alexnet With Dataset Augmentation 3.7 - - - -
18 AdaBoost: G5- SID RICLBP LCPD DSIFT RILPQ-3, M=4168 3.98 3.5 3.5 6 2.9
18 AdaBoost: G6- SID RICLBP LCPD DSIFT, M=3912 4.03 3.7 3.5 6.1 2.8
17 CNN-VGG 227x227 Without Dataset Augmentation 4.2 - - - -
13 Model 1- CNN-VGG- 227x227 4.53 5.2 3.2 8 1.7
17 CNN- Random With Dataset Augmentation 4.7 - - - -
17 CNN-Alexnet Without Dataset Augmentation 5 - - - -
13 Model 2- CNN-Alexnet- 224x224 5.6 5.6 4.6 9.1 3.1
31 Deep Residual Network- ROI 5.65 7.6 2.1 11 2.5
23 Weber Local Binary Descriptor (WLBPD) 5.96 5.65 4.1 11.85 2.25
38 Convolutional Network- PCA SVM 6.19 9.9 1.9 5.09 7.86
13 Model 3- CNN-Random 6.4 8.2 3.6 9.2 4.6
33 DCNN with image scale equalization 6.45 9.2 1.35 12.35 2.9
38 Augmented Convolutional Network- PCA SVM 6.45 8.25 3.65 9.27 4.64
31 Deep Residual Network- ROI+LGP 6.68 9.6 1.9 13.5 1.72
49 Bag of Words 6.7 8.15 3.15 11.15 4.35
12 Low Level Features and Shape Analysis: SURF+PHOG+Gabor 6.9 7.89 6.25 8.1 5.36
20 Binarised Statistical Image Features (BSIF) 7.17 6.8 3.55 13.65 4.68
12 Low Level Features and Shape Analysis: SURF+PHOG 7.32 8.76 6.9 7.4 6.23
12 Low Level Features and Shape Analysis: SURF 8.04 9.12 7.95 8.35 6.77
13 Model 4- Local Binary Patterns 8.18 8.8 4.1 12.3 7.5
38 Augmented Local Binary Patterns (LBP) PCA SVM 8.22 8.85 4.15 12.34 7.54
41 Local Uniform Comparison Image Descriptor (LUCID) 8.54 - - - 8.54
46 Local Binary Patterns and Principle Component Analysis 8.625 7.1 9.7 10.5 7.2
50 Bayesian Belief Network-MLQc 8.89 9.45 7.1 12.6 6.4
50 Bayesian Belief Network-MLQ 9.09 9.45 7.1 13.4 6.4
17 CNN- Random Without Dataset Augmentation 9.4 - - - -
12 Low Level Features and Shape Analysis: Gabor 9.46 11.21 7.85 12.5 6.28
50 Direct Modeling-Gaussian Mixture Model 9.75 9.5 8.35 13.95 7.2
40 Local Binary Patterns (LBP) with image denoise 10.2 10.2 - - -
38 Local Binary Patterns (LBP) PCA SVM 10.32 8.2 3.85 23.68 5.56
39 Pore Characteristics: Fusion 12 18.4 7.8 15.2 6.7
40 LBP without image denoise 12.17 12.17 - - -
39 Pore Characteristics: Baseline 12.9 20.6 8.4 14 8.4
50 Bayesian Belief Network-ML 13.5 14.85 9.3 21.1 8.75
50 Spoof Detector 14.08 15 11 21.55 8.75
12 Low Level Features and Shape Analysis: PHOG 17.92 22.45 13.07 20.05 16.1
48 Local Accumulated Smoothing Pattern (LASP) 21.22 22.6 27.1 17.6 17.58
39 Pore Characteristics: Pore Analysis 25.9 26.6 23.4 31.4 22
19 Local Coherence Patterns and SVM 33.21 - - - -
45 Pyramid Hisogram of Gradients (PHOG)- QDA ER = 5.0 ER = 4.5 ER = 5.7 ER = 5.4 ER = 4.3
45 Pyramid Hisogram of Gradients (PHOG)-GMM ER = 5.1 ER = 4.8 ER = 7.5 ER = 4.7 ER = 3.4
45 Pyramid Hisogram of Gradients (PHOG)-GC ER = 5.1 ER = 5.1 ER = 6.1 ER = 4.6 ER = 4.4
45 Local Binary Patterns (LBP)-GMM ER = 5.4 ER = 4.4 ER = 8.7 ER = 4.8 ER = 3.6
45 Local Phase Quantization (LPQ)-QDA ER = 6.1 ER = 3.8 ER = 10.7 ER = 3.7 ER = 6.1
45 Local Binary Patterns (LBP)-GC ER = 6.2 ER = 5.1 ER = 9.1 ER = 7.8 ER = 2.9
45 Local Phase Quantization (LPQ)-GMM ER = 7.0 ER = 3.9 ER = 11.7 ER = 4.6 ER = 7.9
45 Local Binary Patterns (LBP)-QDA ER = 7.1 ER = 4.2 ER = 8.3 ER = 12.3 ER = 3.4
45 Local Phase Quantization (LPQ)-GC ER = 7.7 ER = 3.7 ER = 14.9 ER = 5.3 ER = 6.7
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Table 4 A complete summary of all algorithms and their variants ranked
by the average ACE of all scanners of the LivDet-2013 dataset, with green
representing the best for that scanner
Reference Algorithm Name and/or Brief Description Average Biometrika CrossMatch Italdata Swipe

26 CNN-MobieNet-v1 and Munitae-based Local Patches 0.25 0.2 - 0.3 -
34 Fully Convolutional Network- 32 x 32 0.28 0.15 - 0.4 -
34 Fully Convolutional Network-  48 x 48 0.38 0.35 - 0.4 -
34 Fully Convolutional Network-  64 x 64 0.43 0.2 - 0.65 -
21 DCNN-Inception v3 + Minutiae-based local patches 0.5 0.6 - 0.4 -
22 Deep Triplet Embedding (TNet) 0.57 0.55 - 0.5 0.66
44 Filter: Optimized spoofnet 0.72 0.15 1.77 0.05 0.92
28 Gram-128 Model with Augmentation 0.8 0.7 - 0.9 -
44 Filter: Optimized Architecture Optimization (AO) 1.03 0.7 1.96 0.55 0.92
28 Gram-128 Model 1.05 0.85 - 1.25 -
18 MvDA: G2- SID RICLBP LCPD DSIFT WLD LPQ-5 + LPQ-7, M=7304 1.58 0.4 3.9 0.4 1.6
18 MvDA: G3- SID RICLBP LCPD DSIFT WLD BSIF-5, M= 7826 1.63 0.4 4.7 0.4 1
18 Spidernet: G1- SID RICLBP LCPD DSIFT LPQ-3 + LPQ-5, M =4424 1.65 0.7 3.4 0.9 1.6
18 Spidernet: G3- SID RICLBP LCPD DSIFT WLD BSIF-5, M= 7826 1.68 0.9 3.3 0.7 1.8
18 MvDA: G1- SID RICLBP LCPD DSIFT LPQ-3 + LPQ-5, M =4424 1.68 0.5 4.4 0.5 1.3
35 Slim-ResNet-  Convolutional Nueral Network (thres) 1.74 0.47 - 3.01 -
18 MvDA: G5- SID RICLBP LCPD DSIFT RILPQ-3, M=4168 1.8 0.5 4.3 0.6 1.8
18 Spidernet: G2- SID RICLBP LCPD DSIFT WLD LPQ-5 + LPQ-7, M=7304 1.83 1 3.7 1 1.6
18 Spidernet: G4- SID RICLBP LCPD DSIFT WLD, M=6793 1.83 1.1 3.3 1.1 1.8
18 Spidernet: G5- SID RICLBP LCPD DSIFT RILPQ-3, M=4168 1.85 1 3.6 0.9 1.9
18 Spidernet: G6- SID RICLBP LCPD DSIFT, M=3912 1.85 1.1 3.5 0.7 2.1
49 Fisher Vector 1.88 1.3 3.7 0.6 1.9
23 Weber Local Binary Descriptor (WLBPD) 1.89 0.4 - 0.95 4.31
20 Binarised Statistical Image Features (BSIF) 1.9 0.55 - 0.55 4.61
18 MvDA: G4- SID RICLBP LCPD DSIFT WLD, M=6793 2 0.5 4.6 0.5 2.4
18 MvDA: G6- SID RICLBP LCPD DSIFT, M=3912 2.03 0.5 5.2 0.4 2
44 Filter: Optimized cf10-11 2.03 1.5 2.67 2.65 1.3
18 Linear SVM: G1- SID RICLBP LCPD DSIFT LPQ-3 + LPQ-5, M =4424 2.15 0.7 3.9 1.3 2.7
18 Linear SVM: G5- SID RICLBP LCPD DSIFT RILPQ-3, M=4168 2.25 0.7 4.4 1.3 2.6
18 Linear SVM: G2- SID RICLBP LCPD DSIFT WLD LPQ-5 + LPQ-7, M=7304 2.3 0.7 3.9 1.7 2.9
13 Model 1- Convolutional Nueral Network-VGG- 227x227 2.33 1.8 3.4 0.4 3.7
18 Linear SVM: G3- SID RICLBP LCPD DSIFT WLD BSIF-5, M= 7826 2.33 0.6 4.3 1.7 2.7
18 Linear SVM: G6- SID RICLBP LCPD DSIFT, M=3912 2.35 0.7 4.8 1.3 2.6
18 Linear SVM: G4- SID RICLBP LCPD DSIFT WLD, M=6793 2.5 0.7 4.7 1.8 2.8
12 Low Level Features and Shape Analysis: SURF+PHOG+Gabor 2.61 2.27 2.5 2.17 3.5
49 Vector Locally Aggregated Descriptors 2.68 1.7 4.3 0.7 4
35 Slim-ResNet-  Convolutional Nueral Network 2.84 0.47 - 5.21 -
13 Model 2- Convolutional Nueral Network-Alexnet- 224x224 2.85 1.9 4.7 0.5 4.3
31 Deep Residual Network- ROI+LGP 2.96 - - - -
31 Deep Residual Network- ROI 2.99 - - - -
12 Low Level Features and Shape Analysis: SURF+PHOG 3.27 3.42 2.96 2.85 3.85
18 AdaBoost: G4- SID RICLBP LCPD DSIFT WLD, M=6793 3.3 1 5.6 1.3 5.3
18 AdaBoost: G3- SID RICLBP LCPD DSIFT WLD BSIF-5, M= 7826 3.4 1.1 5.6 1.6 5.3
47 GoogLeNet 3.4 3.4 - - -
18 AdaBoost: G6- SID RICLBP LCPD DSIFT, M=3912 3.45 1.2 6.3 1.3 5
13 Model 3- Convolutional Nueral Network-Random 3.5 0.8 3.2 2.4 7.6
18 AdaBoost: G5- SID RICLBP LCPD DSIFT RILPQ-3, M=4168 3.53 1.3 6.3 1.4 5.1
38 Augmented Convolutional Network- PCA SVM 3.55 0.8 3.29 2.45 7.67
47 CaffeNet 3.55 3.55 - - -
18 AdaBoost: G1- SID RICLBP LCPD DSIFT LPQ-3 + LPQ-5, M =4424 3.6 1 6.4 1.5 5.5
18 AdaBoost: G2- SID RICLBP LCPD DSIFT WLD LPQ-5 + LPQ-7, M=7304 3.65 0.9 5.8 1.5 6.4
33 DCNN with image scale equalization 3.7 4.35 7 1.4 2.05
12 Low Level Features and Shape Analysis: Gabor 3.72 2.7 4.67 4.02 3.5
12 Low Level Features and Shape Analysis: SURF 5.26 5.75 6.08 4.6 4.6
44 Filter: Random Architecture Optimization (AO) 6.26 3.5 7.91 2.55 11.06
47 Siamese 6.95 6.95 - - -
12 Low Level Features and Shape Analysis: PHOG 7.24 3.87 9.32 6.7 9.05
49 Bag of Words 7.26 4.95 5.5 12.25 6.35
44 Filter: Random spoofnet 7.42 5.3 12.18 8.95 3.25
35 ResNet- Convolutional Nueral Network 10.63 4.09 - 17.16 -
37 Histogram of Invariant Gradients (HIG): Minutiae Circle Combined 12.2 3.9 28.76 1.7 14.44
39 Local Uniform Comparison Image Descriptor (LUCID) 12.24 - - - 12.24
39 Pore Characteristics: Pore Analysis 12.7 2.2 34.9 1 -
13 Model 4- Local Binary Patterns 14.18 1.7 49.4 2.3 3.3
38 Augmented Local Binary Patterns- PCA SVM 14.2 1.7 49.45 2.3 3.34
12 Low Level Features and Shape Analysis: WLD+LPQ 14.31 1.4 45.95 3.4 6.51
39 Pore Characteristics: Baseline 14.4 2.4 38.4 2.5 -
39 Pore Characteristics: Fusion 14.4 2 39.6 1.6 -
37 Histogram of Invariant Gradients (HIG): Dense Block Packing Extended 14.87 10.9 28.76 1.7 18.11
37 Histogram of Invariant Gradients (HIG): Dense Block Packing 15.19 3.9 34.13 8.3 14.44
38 Convolutional Network PCA SVM 15.84 4.55 5.2 47.65 5.97
44 Filter: Random cf10-11 18.85 22.55 16.89 23.55 12.4
37 Histogram of Invariant Gradients (HIG): Minutiae Circle 21.82 4.3 39.96 10.6 32.41
38 Local Binary Patterns- PCA SVM 33.75 25.65 49.87 55.45 4.02
45 Local Binary Patterns-GC ER = 13.9 ER = 2.4 ER = 1.2 ER = 48.8 ER = 3
45 Pyramid History of Invariant Gradients (PHOG)-GMM ER = 6 ER = 3.2 ER = 4.6 ER = 11.8 ER = 4.5
45 Pyramid History of Invariant Gradients (PHOG)-GC ER = 7.2 ER = 3.9 ER = 6.3 ER = 12.1 ER = 6.6
45 Pyramid History of Invariant Gradients (PHOG)- QDA ER = 7.5 ER = 3.9 ER = 6.4 ER = 12.9 ER = 6.7
45 Local Phase Quantization (LPQ)-GMM ER = 7.6 ER = 6.8 ER = 5.5 ER = 14.3 ER = 2.6
45 Local Binary Patterns-QDA ER = 7.8 ER = 2 ER = 1.9 ER = 22.3 ER = 4.9
45 Local Phase Quantization (LPQ)-QDA ER = 8.2 ER = 7.9 ER = 6.3 ER = 15.1 ER = 3.3
45 Local Phase Quantization (LPQ)-GC ER = 8.4 ER = 7.7 ER = 7.2 ER = 14.7 ER = 3.8
45 Local Binary Patterns-GMM ER = 8.5 ER = 1.7 ER = 3.2 ER = 24 ER = 5.1
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Table 5 A complete summary of all algorithms and their variants ranked by the average ACE of
all scanners of the LivDet-2015 dataset, with green representing the best for that scanner

Reference Algorithm Name and/or Brief Description Average Biometrika CrossMatch Digital Persona GreenBit
26 CNN-MobieNet-v1 and Munitae-based Local Patches 0.97 1.12 0.64 1.48 0.68
34 Fully Convolutional Network- 48 x 48 1.26 0.35 1.09 3.4 0.2
34 Fully Convolutional Network- 32 x 32 1.34 1.25 0.82 3 0.3
21 DCNN-Inception v3 + Minutiae-based local patches 1.39 1.76 0.81 1.08 2
34 Fully Convolutional Network- 64 x 64 2.01 0.6 1.44 5.45 0.55
52 Electrocardiogram Fingerprint (ECGFP)-30 2.6 3.5 - 2.6 1.8
35 Slim-ResNetCNN: Model 2- 7 improved residual block_bs 3.07 2.77 2.82 4.53 2.17
35 Slim-ResNetCNN: Structure 1- padding channel layer stride =1 3.08 2.78 2.82 4.53 2.17
35 Slim-ResNet Convolutional Nueral Network 3.11 2.78 3.03 4.48 2.14
35 Slim-ResNet Convolutional Nueral Network (thres) 3.11 3.1 4.32 2.37 2.64
49 Fisher Vector 3.2 3.2 3.56 4.75 1.3
32 Template Probe-CNN 3.21 2.08 0.44 5.88 3.64
52 Electrocardiogram Fingerprint (ECGFP)-10 3.3 4.3 - 3.4 2.1
28 Gram-128 Model 3.56 4.1 0.27 8.5 1.35
35 Slim-ResNetCNN: Model 1- 4 improved residual block_bs 3.58 4.51 3.12 4.88 1.8
52 Electrocardiogram Fingerprint (ECGFP)-7.5 3.7 4.7 - 4.2 2.2
35 Slim-ResNetCNN: Structure 3- 1x1 convolution layer stride =1 3.78 4.23 3.65 4.81 2.41
35 Slim-ResNetCNN: Model 3- 10 improved residual block_bs 3.79 3.8 4.1 4.53 2.71
32 Liveness Map-CNN 4.13 3.28 0.85 8.08 3.04
28 Gram-128 Model with Augmentation 4.15 3.75 3.4 7 2.46
49 Vector Locally Aggregated Descriptors 4.16 4.2 4.85 5.2 2.4
52 Electrocardiogram Fingerprint (ECGFP)-5 4.2 4.9 - 5 2.6
29 Local Quality Features (LQF) 4.22 4.78 1.93 5.84 4.33
35 Slim-ResNetCNN: Structure 2- padding channel layer stride =2 4.49 3.79 3.51 6.4 4.27
25 Liveness Map-CNNp 4.72 4.2 1.4 9.5 3.8
31 Deep Residual Network- ROI 5.32 - - - -
31 Deep Residual Network- ROI+LGP 5.86 - - - -
23 Weber Local Binary Descriptor (WLBPD) 9.6775 9.64 10.82 13.72 4.53
49 Bag of Words 10.67 11.15 10.38 14.1 7.05
35 ResNet Convolutional Nueral Network 24.25 32.06 9.59 40.61 14.74

Table 6 A complete summary of all algorithms and their variants ranked by the average ACE of
all scanners of the LivDet-2017 dataset, with green representing the best for that scanner

Reference Algorithm Average Green Bit Digital Persona Orcanthus
35 Slim-ResNetCNN 1.01 0.48 0.97 1.57
57 Spoof Buster with UMG Wrapper 4.12 2.58 4.8 4.99
56 Spoof Buster 4.56 3.32 4.88 5.49

recently opening to the public, there are several publications that have tested on this
dataset as shown in Table 6.

8 Traditional Machine Learning Algorithms

Several researchers used traditional machine learning algorithms with modified
parameters. Research on Fractional Energy of Cosine Transformed Fingerprint
Images [10] showed incredible success on the FVC2000 and ATVS dataset with
correctly tuned hyperparameters of size and age. Other research on Directional
Ridge Frequency [11] showed the importance of using a combination of horizontal,
vertical, and diagonal ridge orientations, compared to using them separately. Table 7
ranks the best traditional machine learning algorithms variations on the ATVS and
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Table 7 A summary of traditional machine learning algorithms and their
variants ranked by average Accuracy Rate on the FVC2000 and ATVS dataset,
with green representing the best for that dataset

Reference Algorithm/Classifier Average ATVS AR (%) FVC2000 AR (%)
53 MLP-- CTFC- Size-8, Age 0.097% 98.41 97.12 99.69
53 Random Forest- CTFC- Size-8, Age 0.097% 98.28 97.49 99.06
53 MLP-- CTFC- Size-4, Age 0.024% 97.76 96.51 99
53 Random Forest- CTFC- Size-4, Age 0.024% 97.64 95.89 99.38
53 MLP-- CTFC- Size-16, Age 0.39% 96.18 92.72 99.64
53 Random Forest- CTFC- Size-16, Age 0.39% 96.1 94.35 97.84
53 Random Forest- CTFC- Size-2, Age 0.006% 95.77 94.35 97.19
53 J48- CTFC- Size-4, Age 0.024% 95.63 93.44 97.81
53 Random Forest- CTFC- Size-32, Age 1.56% 95.1 92.85 97.34
53 SVM- CTFC- Size-8, Age 0.097% 95.01 90.32 99.69
53 J48- CTFC- Size-8, Age 0.097% 94.25 91.3 97.19
53 Naïve Bayes- CTFC- Size-8, Age 0.097% 93.43 88.11 98.75
53 SVM- CTFC- Size-16, Age 0.39% 93.29 87.58 99
24 Random Forest- All Fusion/Combination 93.1 94.86 91.33
53 MLP-- CTFC- Size-2, Age 0.006% 93.07 86.58 99.56
24 SVM-All Fusion/Combination 92.54 93.87 91.21
53 J48- CTFC- Size-16, Age 0.39% 91.41 85.7 97.12
53 J48- CTFC- Size-32, Age 1.56% 91.35 85.57 97.12
53 J48- CTFC- Size-2, Age 0.006% 91.13 85.7 96.56
53 SVM- CTFC- Size-32, Age 1.56% 91.11 82.94 99.28
53 SVM- CTFC- Size-4, Age 0.024% 90.9 82.11 99.69
53 Naïve Bayes- CTFC- Size-4, Age 0.024% 90.84 82.29 99.38
53 MLP-- CTFC- Size-32, Age 1.56% 90.78 82.55 99
24 J48- All Fusion/Combination 90.12 89.13 91.1
53 Naïve Bayes- CTFC- Size-2, Age 0.006% 89.73 88.83 90.63
53 Naïve Bayes- CTFC- Size-16, Age 0.39% 88.66 88.83 88.49
53 Naïve Bayes- CTFC- Size-32, Age 1.56% 88.65 88.58 88.71
24 Random Forest- Diagonal Ridges 88.59 88.43 88.75
24 MLP- All Fusion/Combination 87.56 89.42 85.7
53 Naïve Bayes- CTFC- Size-64, Age 6.25% 87.32 87.82 86.82
53 Random Forest- CTFC- Size-64, Age 6.25% 87.2 87.2 87.2
53 Random Forest- CTFC- Size-128, Age 25% 87.03 87.08 86.98
53 Random Forest- CTFC- Size-256, Age 100% 86.28 86.28 86.28
24 Random Forest- Horivertical Ridges 86.19 78.52 93.86
53 Naïve Bayes- CTFC- Size-128, Age 25% 86.13 87.13 85.13
53 SVM- CTFC- Size-2, Age 0.006% 85.04 87.58 82.5
53 J48- CTFC- Size-64, Age 6.25% 84.94 84.94 84.94
53 J48- CTFC- Size-128, Age 25% 84.15 83.65 84.65
53 Naïve Bayes- CTFC- Size-256, Age 100% 83.82 83.82 83.82
24 SVM- Horivertical Ridges 82.48 79.49 85.46
24 MLP- Diagonal Ridges 81.47 81.65 81.29
24 J48- Horivertical Ridges 80.5 76.76 84.24
53 J48- CTFC- Size-256, Age 100% 80.48 79.48 81.48
53 MLP-- CTFC- Size-64, Age 6.25% 78.54 78.54 78.54
53 SVM- CTFC- Size-64, Age 6.25% 76.58 76.78 76.38
24 J48- Diagonal Ridges 75.99 78.21 73.76
53 SVM- CTFC- Size-128, Age 25% 75.09 74.49 75.69
24 MLP- Horivertical Ridges 74.99 78.52 71.46
53 SVM- CTFC- Size-256, Age 100% 74.04 73.89 74.19
24 SVM- Diagonal Ridges 72.94 82.27 63.6
53 MLP-- CTFC- Size-128, Age 25% 71.61 70.61 72.61
24 Naïve Bayes-All Fusion/Combination 71.1 56.42 85.78
53 MLP- CTFC- Size-256, Age 100% 70.52 70.02 71.02
24 Naïve Bayes- Diagonal Ridges 67.68 60.27 75.09
24 Naïve Bayes- Horivertical Ridges 53.1 53.71 52.48



48 R. Kiefer and A. Patel

FVC2000 dataset using the average of the Accuracy Rate (AR) performance metric
for each scanner.

9 Performance on Other Datasets

While the LivDet dataset is the most popular dataset to test a liveness detection
algorithm, other datasets still play an important role in testing an algorithm’s
robustness. The datasets tested in this section include MSU-FPAD, ATVS, PBSKD,
and a custom dataset.

9.1 Performance on ATVS Data by Scanner Type (Capacitive,
Optical, and Thermal)

The ATVS dataset is unique because of the variety of scanner types. With a
capacitive, optical, and thermal sensor, algorithm cross-sensor robustness is easily
identifiable if the performance metrics are relatively similar. Table 8 summarizes
several publications that tested all three types of scanners using the Error Rate
metric. As illustrated by [12], the method of a Gaussian Filter with pore extraction
has a strong optical sensor performance, but a relatively low capacitive performance,
which shows improvements must be made on cross-sensor algorithm robustness.

9.2 Performance on Miscellaneous Datasets Using ACE, FAR,
and FRR

Table 9 shows the performance of various algorithms on the various datasets by
the ACE metric. The false acceptance rate (FAR) and false rejection rate (FRR) are
included if available. It is important to note that some of the datasets in this table are
private, such as the MSU-FPAD and the custom dataset of [13]. While performance
tests on private datasets provide a quantifiable metric of how the well the algorithm

Table 8 A ranked summary of algorithm performance on the ATVS dataset by scanner type in
terms of Error Rate

All Capacitive Sensor Optical Sensor Thermal Sensor
Reference Algorithm Database Average Error Rate (%) Error Rate (%) Error Rate (%)

9 Multi-Scale Center Symmetric Local Binary Patterns 1 (MSLBP-1) ATVS 4.13 4.1 5.2 3.1
9 Multi-Scale Center Symmetric Local Binary Patterns 2 (MSLBP-2) ATVS 5.13 5.2 6.1 4.1
9 First Proposed Method (MS-CS-LBP) ATVS 3.43 3.1 4.1 3.1
9 Second Proposed Method (CS_LBP and MSLBP-2) ATVS 4.77 4.1 6.1 4.1

19 Local Coherence Patterns and SVM ATVS 6.51 9.05 3.58 6.9
51 Gaussian filter and extracted pores ATVS-FFp 7.62 13.03 2.05 7.79
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Table 9 A summary of algorithm performance ranked by ACE on various datasets

Reference Brief Algorithm Description or Name Database and or Sensor ACE (%) FAR (%) FRR (%)
26 CNN-MobieNet-v1 and Munitae-based Local Patches MSU-FPAD- CrossMatch Guardian 200 0.11 0.11 0.1
54 Security Level=High ATVS- FFp- All Sesnors 0.25 - -
26 CNN-MobieNet-v1 and Munitae-based Local Patches MSU-FPAD- CrossMatch Guardian 200 0.5 0 1
26 CNN-MobieNet-v1 and Munitae-based Local Patches PBSKD- CrossMatch Guardian 200 0.67 0.33 1
55 ANN with texture descriptors- 4 Principal Components Custom Dataset 0.74 0 1.47
26 CNN-MobieNet-v1 and Munitae-based Local Patches PBSKD- CrossMatch Guardian 200 0.83 0.65 1
54 Security Level=Medium ATVS- FFp- All Sesnors 0.98 - -
26 CNN-MobieNet-v1 and Munitae-based Local Patches MSU-FPAD- Lumidigm Venus 302 1.15 1.3 1
26 CNN-MobieNet-v1 and Munitae-based Local Patches PBSKD- Lumidigm Venus 302 1.97 3.84 0.1
54 Pattern of Oreitned Edge Magnitudes (POEM) ATVS- FFp- All Sesnors 2.2 - -
55 ANN with texture descriptors- 2 Principal Components Custom Dataset 2.21 2.21 2.21
26 CNN-MobieNet-v1 and Munitae-based Local Patches PBSKD- CrossMatch Guardian 200 2.71 5.32 0.1
9 Method 1- (MS-CS-LBP) ATVS- All Sensors 3.43 - -

54 Census Transform Histogram (CENTRIST) ATVS- FFp- All Sesnors 3.84 - -
9 Multi-Scale Center Symmetric Local Binary Patterns 1 (MSLBP-1) ATVS- All Sensors 4.13 - -
9 Method 2- (CS_LBP and MSLBP-2) ATVS- All Sensors 4.77 - -

26 CNN-MobieNet-v1 and Munitae-based Local Patches MSU-FPAD- Lumidigm Venus 302 5.07 10.03 0.1
9 Multi-Scale Center Symmetric Local Binary Patterns 2 (MSLBP-2) ATVS- All Sensors 5.13 - -

19 Local Coherence Patterns and SVM ATVS- All Sensors 6.51 - -
54 Local Uniform Comparison Image Descriptor (LUCID) (SL=Low) ATVS- FFp- All Sesnors 7.17 - -
51 Gaussian filter and extracted pores ATVS-FFp- All Sensors 7.62 - -

performed, it is difficult to compare the performance of two algorithms on separate
datasets.

10 Conclusion

In summary, our survey reviews the Fingerprint LivDet competition’s growth
over the years, the many algorithms published between 2014 and 2019 and their
performance on the LivDet competition datasets, the performance of traditional
machine learning algorithms with varying hyperparameters and inputs, and the
performance of published algorithms on non-LivDet competition sets. As expected,
the performances observed at the LivDet competitions continue to improve in
terms of ACE with more powerful and robust algorithms. However, with more
sophisticated datasets and different scanner hardware, it may pose a significant
challenge to the algorithm performance. With the numerous published algorithms
and their tests on the popular LivDet datasets, it is easy to compare algorithm
performance.

With all the data collected in this survey, the state-of-the-art algorithm per-
formance for each scanner type is easily identifiable and accessible for other
researchers to study to improve their own model. The LivDet performance data of
Tables 2, 3, 4, and 5 also gave some useful insights when plotted on a graph, which
could not be included in this chapter due to page constraints. While the data from
these graphs need further analysis to gain additional insight, the graph’s scanner-
based trendlines show the relative difficulty of each dataset. A scatter plot of the
data presented in Table 2 (LivDet-2009) shows that the Identix dataset is typically
easier for most algorithms to classify compared to CrossMatch and Biometrika. A



50 R. Kiefer and A. Patel

scatter plot of the data presented in Table 3 (LivDet-2011) shows that that algorithm
performance on the Digital Persona images typically had a lower ACE compared
to Italdata images, which typically had a much higher ACE compared to the other
model’s images. A scatter plot of the data presented in Table 4 (LivDet-2013) shows
that images from Biometrika and Italdata typically had the lowest ACE metrics,
while CrossMatch images typically had the highest ACE metric. Finally, a scatter
plot of the data presented in Table 5 (LivDet-2015) shows that images from GreenBit
and CrossMatch typically had a lower ACE metric, while the Digital Persona dataset
had a much higher ACE. This data pinpoints the scanner datasets that researchers
have mastered, like the LivDet-2009 Identix dataset, while also highlighting the
scanner datasets that need additional research, like the LivDet-2013 CrossMatch
dataset.

The traditional machine learning algorithms with modified parameters and inputs
also provided powerful solutions to anti-spoofing with the correct tuning. The
research from [10] reveals that a size parameter of 64–128 and an age parameter of
6.25–25% yields the best results on the FVC2000 dataset across all tested traditional
machine learning algorithms. On the ATVS dataset, with a size parameter of 64
and an age parameter of 6.25%, the Random Forest and Naïve Bayes performed
slightly worse compared to the FVC2000 dataset, but significantly better than the
other tested machine learning algorithms on the ATVS dataset. With the right
parameters, the research from [10] shows impressive results on the FVC2000 dataset
but will need some tweaking to have an equal performance on the ATVS dataset.
Research from [11] also pinpoints which traditional machine learning algorithm
works the best with varying ridge orientations. The data provided also highlights
the importance of using a combination of ridge angles with the significant increase
in performance for most algorithms on both datasets. The miscellaneousdatasets
discussed at the end of this chapter, while the algorithm comparability is low, still
provides a means for additional data to train for model robustness, and it reveals
promising models [14, 15] that should also be tested on the LivDet datasets for
comparability. Some datasets like the ATVS can provide a powerful measure of
cross-scanner-type robustness. By using optical, thermal, and capacitive scanners,
performance results can show how dependent an algorithm is on a certain type of
input.

With the introduction of more powerful and unique hardware, algorithms need
to adapt. While this survey reviews most of the data that compares a model’s
performance by scanner type, there is still a need to research, survey, and analyze
the cross-spoof material data. Attempts have been made to learn the characteristics
of varying spoof materials, but with novel spoofing materials research seems to be
outpaced. Perhaps, the further development on the One-Class Classifier [16] will
combat the rapid number of novel spoof materials or research on Optical Coherence
Tomography (OCT) [17] will inhibit the effectiveness of many spoof materials by
altering the approach to liveness detection solutions. In conclusion, as the data in this
survey suggests, there is a continual need for more advanced generalization in terms
of cross-sensor and cross-material robustness to ensure the security of fingerprint
biometrics.
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Suitability of Voice Recognition Within
the IoT Environment

Salahaldeen Duraibi, Fahad Alqahtani, Frederick Sheldon,
and Wasim Alhamdani

1 Introduction

User authentication refers to the process in which a user submits his/her identity
credential (often represented by paired username and password) to an information
system in order to validate the person who he/she claims to be. In general, within the
context of IoT, three factors of authentication are usually employed: (i) something
a user knows (e.g., a password); (ii) something a user has (e.g., a secure token);
and (iii) something a user is (e.g., biometric characteristics). Passwords are the most
common authentication mechanism (i.e., single factor). However, password- and
token-based authentications have many security issues [1, 2] and are not suitable for
smart devices because of the unattended nature of IoT smart devices. A biometric
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authentication system verifies the identity of a person based on either their unique
physiological traits [3, 4] or their unique behavioral biometrics [5, 6]. Biometric
authentication is more user friendly in nature than the approaches that rely on
passwords and secure tokens. While physiological traits can achieve high accuracy
in user authentication, they are subject to a variety of attacks [7, 8] and also raise
privacy concerns [9]. Moreover, the accuracy of physiology-based mechanisms may
be substantially degraded by environmental factors, such as the viewing angle,
illumination, and background noise [10, 11]. In contrast, behavioral biometrics (i.e.,
key stroke, voice, or gait analysis) appear less sensitive to ambient light or noise
[12, 13].

There have been a few studies on the security and usability of behavioral
biometric authentication for the IoT ecosystem. To the best of our knowledge, there
are only two studies that adopted voice biometrics as an authentication mechanism
for the IoT ecosystem. Shin and Jun [14] implemented voice recognition technology
to verify authorized users for controlling and monitoring a smart home environment.
Shin et al. proposed a voice recognition system that is divided into server and
device parts. The role of the server part of the system is for user preregistration,
user recognition, and command control analysis. The role of the device is command
reception, device control, and then response. The type of models and techniques
employed in their research is not discussed. Likewise, the implementation of their
[1] model is this chapter.

The rest of the chapter is laid out as follows: Sect. 2 is the background, Sect. 3
is the related work, Sect. 4 discusses the motivation, Sect. 5 our proposed model is
presented, Sect. 6 is the implementation, and Sect. 7 concludes the chapter.

2 Background

Automatic speaker verification [ASV] (Fig. 1) is a pattern recognition problem that
predominantly works on speech signals. ASV systems intend to acquire different
information from voice data and combine them for each speaker. For example,
idiolectal and prosody identify [6] high-level attributes of a speaker’s voice, while
short-term spectral identifies low-level attributes of the speech signals. The latter
is the main source of individuality in speech [5]. Low-level attributes are easy to
extract and are most common when applied to ASV systems.

As can be seen in Fig. 1, there are three processes in any ASV system. These
are voice feature extraction, speaker modeling, and decision making. The feature
extraction process is the same in the enrollment and verification stages where the
voice signals are converted into a sequence of frames. Each frame is a short window
of the waveform with overlapping adjacent windows [15]. Considering the unique
resource-constrained characteristics of IoT devices, our discussion will focus only
on short-term spectral qualities [16] as it requires less computational resources.
Additionally, the selection of appropriate feature extraction methods is crucial in this
process because they influence the performance of the system. The two most popular
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Fig. 1 ASV

spectral feature extraction methods, filter bank analysis and linear predictive coding,
are discussed in the following sections [9, 17, 18].

2.1 Filter Bank Analysis

In filter bank analysis, the voice signals are expected to pass through a bank of
band-pass filters that cover a range of frequencies consistent with the transmission
characteristics of the signal. The spacing of the filters can be either be uniform or
nonuniform, based on the perceptual criteria such as linear frequency cepstral coef-
ficient [LFCC] or mel-frequency cepstral coefficient [MFCC]; the latter provides a
linear spacing [9, 19].

2.2 Linear Predictive Coding [LPC]

In the LPC, the speech signal can be modeled by a linear process prediction. Signals
at each time step use unique and specific periods of preceding samples that capture
the temporal evolution of the features from one speech segment to another [9, 19].

1. In the ASV systems, 2. The speaker modeling step comes, 3. After features
of the voice are extracted. ASV has the ability to construct a model λs for each
user where “s” is user and λ is the specific model. Such a modeling depends on, for
example, whether it is used for applications that use fixed words (text-dependent), or
applications that use phonemes not seen in the enrollment data (text-independent).

Speaker modeling methods can be of two categories: nonparametric or para-
metric. The nonparametric approaches include templates which are suitable for a
text-dependent verification system [9].

The parametric speaker modeling includes vector quantization (VQ), Gaussian
mixture models (GMM), and hidden Markov models (HMM). In VQ, a set of
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representative samples of the user’s enrollment voice is constructed by clustering
the feature vectors. GMM has been proven to be very effective in the cases of a
text-independent speaker recognition [15], also referred to as a refinement of vector
quantization. HMM is suitable for text-dependent ASVs and is used for access
control of personal information or bank accounts. Among the three techniques,
GMM has been proven very effective for phones, and may be the best candidate
for IoT devices [20]. There are also some other nonparametric and parametric
approaches in the literature. However, those presented in this chapter are the most
common techniques implemented in ASVs. The final process is decision making.
In this process, an “accept or “reject” decision is delivered based on the verification
models discussed above.

3 Related Work

This section reviews different biometric authentication mechanisms employed in
the IoT ecosystem. Generally, there are two main types of IoT authentication
methods including centralized and distributed architectures as shown in Figs. 2 and
3, respectively. The centralized architecture uses a centralized server to manage
the credentials used in the authentication, whereas in the distributed architecture
the authentication is accomplished point-to-point between the communicating
parties [21]. Biometric authentication is achieved based on these two architectures.
There are four basic biometric authentication performance measuring strategies”
they include accuracy, scale, security, and privacy. Elements such as enrollment,
biometric reference, comparison, networking, and personal biometric criteria are
common in biometric authentication systems. Biometric-based authentication sys-
tems use two other factors: physical and behavioral [21]. The physical factors
include fingerprint, face, iris, hand geometry, and palm print recognition, while
the behavioral factors may include, but are not limited to, voice, signature, and
gait recognitions [11]. Biometric systems have some advantages over conventional
identity-based methods (password and ID); they cannot be transferred, stolen, lost,
broken, or easily guessed [12, 22]. The acceptance and performance of the biometric

Fig. 2 Centralized
authentication architecture
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Fig. 3 Distributed
authentication architecture

systems are presented in Table 1. From Table 1, the voice biometric systems are
more suitable compared to other biometric systems. The voice biometric systems
use voice rather than complicated input methods, like fingerprints which need
special hardware for input. Hence, voice is appropriate for IoT where convenience
is important. Some researchers have investigated and adopted voice based-biometric
systems into the IoT ecosystem.

For example, Kim and Hong [23] used MFCC and pitch as voice features and
the GMM in the voice authentication process for speaker recognition. Likewise,
Chen et al. [24] proposed an authentication and authorization scheme that uses voice
rhythmic pattern [11] for mobile IoT devices.

4 Motivation

Entity authentication refers to a process by which an agent in a distributed system
gains confidence in the identity of a communication partner. In other words [25],
defines authentication as a provision for ensuring the correctness of the claimed
identity of an entity. Most of the time authentication is mistaken with authorization,
which is concerned with the level of access or privilege an entity may possess.

In this light, security throughout the process of authentication has to be main-
tained. For example, if an attacker steals the credentials of a user and gains access to
a smart-door lock of a house or the health-monitoring smart device of a patient, this
could be life-threatening. Hence, security before, during, and after the authentication
of a smart device is of the highest importance. However, biometric authentication
suffers from the public nature of some biometrics, including the facial-feature
method that uses the face as a biometric, which is easy to be replicate. Fingerprint
biometrics are commonly left everywhere and can be reproduced. Likewise, voice
biometrics also suffer from the issue of recording and replaying for authentication.
Storing biometric data on servers also raises concern. For example, if a perpetrator
gains access to the server where the biometrics are stored, the attacker may take
those biometrics and access anything the biometric is used to protect. This poses a
major problem.
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Table 1 Comparison of biometric system

Factor type
Biometric
systems Weakness Strength

Behavioral Voice recognition Has a relatively low accuracy,
inefficiencies in certain
circumstances

Needs no hardware, ease
of use, widespread usage,
can be used for remote
authentication

Signature
recognition

Has a relatively low accuracy Wide acceptance,
non-rigging

Detect behavior Shows nonperformance in
certain conditions

Continuous authentication

Tough dynamics Inconsistent accuracy, lack of
efficiency under certain
conditions

Continuous authentication,
does not require specific
hardware

Keystroke
dynamics

Inconsistent accuracy, lack of
efficiency under certain
conditions

Continuous authentication,
does not require specific
hardware

Physical Fingerprint
recognition

The need for additional
hardware, the difficulty of
obtaining high-quality
images, the lack of efficiency
in certain circumstances

Use and wide acceptance,
low cost, good accuracy

Face recognition The need for additional
hardware, lack of efficiency in
certain circumstances

Use and wide acceptance,
good accuracy and less
fraud

Iris recognition The need for additional
hardware, high cost,
time-taking authentication

High precision,
non-rigging

Hand geometry
recognition

The need for additional
hardware, precision

Easy to use, less fraud

Palm detection The need for additional
hardware, high cost

Public acceptance, high
precision

There are also issues that are concerned with remote authentication. Normally,
personal non-attended smart devices ask a user to remotely authenticate himself to
his devices. However, there is an issue of trust with remote verification. Because
the user sends his biometrics remotely for authentication, he cannot ensure that
his biometrics data will not be hijacked and potentially be misused or mishandled.
This raises an issue of trust or privacy. Because of this, our research focuses on a
secure voice biometric-based authentication. This chapter specifically focuses on
steps taken towards the primary testing of an IoT user-authentication model that
uses voice biometrics. The security and resilience aspects of the model are ongoing.
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5 Our Proposed Model

A voice biometric-based IoT user authentication model was proposed in one of
our previous papers as presented in Fig. 4 [26]. The model has two phases, the
enrollment phase when the user of the smart device speaks his voice for registration.
The other phase is verification when the system checks whether the identity claimer
is the real user by comparing the previously enrolled voice with the voice of the
identity claimer. Subsequently, if the similarity of the two voices reaches a certain
predefined threshold, then access is granted to the claimer; otherwise the claimer is
rejected. The design criteria of the model is given in Table 2.

Fig. 4 The proposed IoT
voice biometric model

Table 2 Design criteria of the model

Design criteria Description

Universality A very high percentage of the population should have the characteristic. For
example, virtually everyone has recognizable fingerprints, but there are rare
exceptions.

Distinctiveness No two people should have identical characteristics. For some otherwise
acceptable characteristics, identical twins share virtually the same patterns,
such as facial features and DNA, but not other features, such as fingerprints
and iris patterns.

Permanence The characteristic should not change with time. For otherwise acceptable
characteristics, such as facial features and signatures, periodic re-enrollment
of the individual may be required.

Collectability Obtaining and measuring the biometric feature(s) should be easy,
nonintrusive, reliable, and robust, as well as cost-effective for the application.

Performance The system must meet a required level of accuracy, perform properly in the
required range of environments, and be cost-effective.

Circumvention The difficulty of circumventing the system must meet a required threshold.
This is particularly important in an unattended environment, where it would
be easier to use such countermeasures and a fingerprint prosthetic or a
photograph of a face.

Acceptability The system must have high acceptance among all classes of users. Systems
that are uncomfortable to the user, appear threatening, require contact that
raises hygienic issues, or are nonintuitive are unlikely to be acceptable to the
general population
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6 Implementation

6.1 Description of the Implementation

The normal process of voice biometric implementation usually includes creation
of models from audio data, generation of tables, and self-authentication to the IoT
manager. We, therefore, used a client-server model for the initial implementation. A
user mobile device simulates running [1] a client, where the server simulates the IoT
manager and handles the verification requests. By contrast, the IoT devices receive
the command from the IoT manager and automatically respond to the command.

First, the user inputs his own voice command using the smartphone. Subse-
quently, the system on the server side determines whether the connection is for
enrollment or verification and accordingly performs the process in each phase. New
connections are considered first for enrollment, while the returning connections are
considered by the server for verification by prompting the identity claimer with
challenging words.

6.2 Open Source Software

To accomplish the initial test, we used a software package called Mistral/Alize.
Mistral is tested by the National Institute of Standards and Technology [NIST] and
with 0.5 error rate. Figure 5 shows the process of Mistral package.

Fig. 5 The processing of the
Mistral software package
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6.3 Dataset

There are a number of datasets for audio dataset selection, but we selected the MIT
dataset, which appears to be recent and is considered to be good for initial results.
MIT is designed for mobile environments. The dataset consists of 48 speakers
including 22 female and 26 male. The dataset is used for the universal background
model (UBM) training.

6.4 Preprocessing

In this step, after the user inputs his voice using his own smartphone, the voice is
validated, and noise is removed from the voice signal. For example, Fig. 6 shows the
raw voice signal without noise reduction, while Fig. 7 illustrates that the noise (silent
part) is removed before it is submitted for feature extraction. In this process, using
SPro [27], which is supported in the Mistral program, frame selection is performed
by excluding silent frames longer than 100 ms. In addition, if a sample is different
from 16 KHz, SPro performs resampling by default. Mistral requires the voice to
be more compact. The most important aspect of this process is that the voice is
converted into the binary format.

Fig. 6 Voice waves before noise reduction
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Fig. 7 Voice waves after noise reduction

6.5 Feature Extraction

In this step, using SPro, the feature extraction process is conducted. The voice
data, preprocessed in the preceding step, is subjected to feature extraction. Feature
extraction is conducted through 12 MFCCs, as shown in Fig. 8, and is subsequently
stored in a parameter file. The front end of the system actually stops at this step and,
according to our work, is accomplished at the user’s smartphone. At this point of
the testing, we used a virtualized Android OS to represent the mobile part of the
implementation.

6.6 Voice Model Training/Server Side

In the Mistral toolkit, the next step is training the model. This step controls the
list of users of the smart IoT device. Using the Train World process, we used the
Gauss mixture model [GMM] to conduct this part of the training with the MIT
dataset for the UBM training. This procedure requires an already trained UBM. The
remaining 12 were kept for testing. For this part of the implementation, we used a
virtualized Linux server to host the Android Things operating system, which acts as
the manager of the IoT devices.
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Fig. 8 12 MFCCs features

6.7 Verification

After both parts of the model have been trained, the data is to against the world
UBM model to create verification. The tests were run twice; the first test included
using enrolled speakers. The second test did not include enrolled speakers. After
the testing phase started, scores were calculated for each test speech segment
verification based on the Mistral toolkit. By using a decision threshold speaker
model, verification could either be accepted or rejected. In commercial verification
systems, users are required to test and decide on the threshold. However, in our
implementation, we only speculated on the possible use of the threshold.

6.8 Result and Discussion

We had no problem with the enrollment of the speakers in the dataset. In the first
test, only the intended target speakers were used to train at the UBM before they
were enrolled. Figure 9 shows the detection error trade-off curve of the MIT voice
dataset.

In the future, we will collect enrollment segments from many users anonymously
and use different devices in regular daily life settings for a significantly improved
result; this will build a more reliable UBM to be distributed for application. In
addition, a secure remote authentication mechanism will be investigated. Voiceprint
security, once stored in the voice database, will be included in the future research.


