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Preface 

The GridNets conference is an annual international meeting that provides a focused 
and highly interactive forum where researchers and technologists have an opportunity 
to present and discuss leading research, developments, and future directions in grid 
networking. The goal of this event is to serve as both the premier conference present-
ing best grid networking research and a forum where new concepts can be introduced 
and explored.  

After the great success of the Second International Conference on Networks for 
Grid Applications in Beijing, China, which was held during October 8–9, 2008, the 
next event was scheduled for Athens in 2009. The 2009 event featured two invited 
keynote speakers, ten reviewed papers, and three invited papers. The program was 
supplemented by forums on three key areas––a workshop on Green Grids, a workshop 
on Wireless Grids, and a workshop on Optical Grids.  

Next year’s event is currently being planned, and it will incorporate multiple new 
important emerging topics related to grid networks. 
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Dora Varvarigou 

 
 



 

Organization 

Steering Committee Chair 

Imrich Chlamtac    CREATE-NET, Italy 

Conference General Co-chairs 

Ioannis Tomkos Athens Information Technology, Greece 
Joe Mambretti Northwestern University, USA 

Conference Organization Chair 

Gergely Nagy ICST 

Local Co-chairs 

Konstantinos Kanonakis Athens Information Technology, Greece 
Dimitrios Klonidis Athens Information Technology, Greece 
Yvan Pointurier Athens Information Technology, Greece 

Program Committee Co-chairs 

Dora Varvarigou NTUA, Greece 
Tasos Doulamis Technical University of Crete, Greece 

Publicity Co-chairs 

Sumit Naiksatam Cisco, USA 
Serafim Kotrotsos EXIS I.T., Greece 

Publication Chair 

Stelios Sartzetakis   GRNet, Greece 

Workshops Chair 

Emmanouel Varvarigos   RACTI, Greece 



 Organization VIII 

Webmasters 

Georgia Pispirigou Athens Information Technology, Greece 
Yvan Pointurier Athens Information Technology, Greece 

Technical Program Committee 

Bill Allcock Argonne National Lab (USA) 
Olivier Audouin Alcatel-Lucent Bell Labs (France) 
Siamak Azodolmolky AIT (Greece) 
Micah Beck University of Tennessee (USA) 
Piero Castoldi CNIT (Italy) 
Chris Develder IBBT (Belgium) 
Christopher Edwards Lancaster University (UK) 
Silvia Figueira Santa Clara University (USA) 
Gabriele Garzoglio Fermi National Accelerator Laboratory (USA) 
Paola Grosso University of Amsterdam (The Netherlands) 
Yunhong Gu University of Illinois at Chicago (USA) 
Wei Guo Shanghai Jiao Tong University (China) 
Jun He Texas State (USA) 
Doan Hoang University of Technology, Sydney (Australia) 
David Hutchison Lancaster University (UK) 
Jussi Kangasharju University of Helsinki (Finland) 
Rajkumar Kettimuthu The University of Chicago/Argonne National La (USA) 
Dieter Kranzlmueller GUP-Linz (Austria) 
Laurent Lefevre INRIA (France) 
Tiejun Ma University of Oxford (UK) 
Joe Mambretti Northwestern University (USA) 
Olivier Martin ICT Consulting (Switzerland) 
Andreas Menychtas NTUA (Greece) 
Christine Morin INRIA (France) 
Anand Padmanabhan University of Iowa (USA) 
Marcelo Pasin ENS-Lyon/INRIA (France) 
Nicholas Race Lancaster University (UK) 
Elio Salvadori Create-NET (Italy) 
Nicola Sambo SSSUP (Italy) 
Chava Saradhi Create-NET (Italy) 
Jane Simmons Monarch Networks (USA) 
Zhili Sun University of Surrey (UK) 
Dominique Verchere Alcatel-Lucent (France) 
Michael Welzl University of Innsbruck (Austria) 
Oliver Yu University of Illinois at Chicago (USA) 
Wolfgang Ziegler Fraunhofer-Gesellschaft (Germany) 
Dimitris Zisiadis University of Thessaly (Greece) 



                                                     Organization  IX 

Green Grids Workshop Chair Information 

Chris Develder Ghent University, Belgium 
Mario Pickavet Ghent University, Belgium 

Wireless Grids Workshop Organizing Committee / TPC 

Hassan Charaf Budapest University of Technology and Economics,  
Hungary 

Frank H.P. Fitzek Aalborg University, Denmark 
Marcos D. Katz VTT, Finland 
Lee McKnight Syracuse University, USA 
William Lehr MIT, USA 
Lutz Schubert University of Stuttgart, German 

Optical Grids Workshop Chair Information 

Kyriakos Vlachos University of Patras, Greece 
Dominique Verchere Alcatel-Lucent, France 
 



Table of Contents

Keynote

Designing 21st Century Communications: Architecture, Services,
Technology, and Facilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Joe Mambretti

General Session 1

Authorisation Infrastructure for On-Demand Grid and Network
Resource Provisioning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Yuri Demchenko, Mihai Cristea, Cees de Laat, and
Evangelos Haleplidis

On the Definition of Access Control Requirements for Grid and Cloud
Computing Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

Antonios Gouglidis and Ioannis Mavridis

Business Models, Accounting and Billing Concepts in Grid-Aware
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

Serafim Kotrotsos, Peter Racz, Cristian Morariu, Katerina Iskioupi,
David Hausheer, and Burkhard Stiller

General Session 2

Network Centered Multiple Resource Scheduling in e-Science
Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

Yan Li, Sanjay Ranka, Sartaj Sahni, and Mark Schmalz

Percolation-Based Replica Discovery in Peer-to-Peer Grid
Infrastructures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

Francesco Palmieri

GridFTP GUI: An Easy and Efficient Way to Transfer Data in Grid . . . . 57
Wantao Liu, Rajkumar Kettimuthu, Brian Tieman, Ravi Madduri,
Bo Li, and Ian Foster

General Session 3

An Alarms Service for Monitoring Multi-domain Grid Networks . . . . . . . . 69
Charaka Palansuriya, Jeremy Nowell, Florian Scharinger,
Kostas Kavoussanakis, and Arthur S. Trew



XII Table of Contents

Grid Anywhere: An Architecture for Grid Computing Able to Explore
the Computational Resources of the Set-Top Boxes . . . . . . . . . . . . . . . . . . . 79

Fabiano Costa Teixeira, Marcos José Santana,
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Designing 21st Century Communications: Architecture, 
Services, Technology, and Facilities 

Joe Mambretti 

International Center for Advanced Internet Research, Northwestern University (iCAIR.org), 
Metropolitan Research and Education Network (www.mren.org) 

j-mambretti@northwestern.edu 

Abstract. Increasing demand for new applications and services, continuous 
technology innovation, and rapidly changing economics are motivating the 
creation of a fundamentally new architecture for 21st century digital communi-
cations. Traditional architectural models for communications have been ori-
ented toward meeting exacting requirements of a finite set of well-defined ser-
vices, essentially, a fixed set of modalities, with well known and well defined 
parameters. Consequently, this infrastructure has become a restrictive barrier to 
the deployment of new and enhanced services and capabilities. Meeting the 
many requirement challenges of continual change requires replacing traditional 
rigid designs with those that are significantly more flexible and customizable. 
Often, advances in networking are measured only by increased capacity, and 
certainly substantially more capacity is required. Fortunately, advanced optical 
technologies have been created to support 100 Gbps and higher capabilities. 
However, high capacity alone does not guarantee high performance, and high 
performance capability does not guarantee required flexibility and determinism. 
Today, new types of digital communications infrastructure are being designed, 
prototyped, and provisioned in early implementations. These new design pro-
vide for a foundation infrastructure consisting of discoverable, reconfigurable 
resources that can be dynamically integrated and used. This infrastructure can 
be considered a programmable platform that can support many more services 
than traditional deployments, including highly differentiated and deterministic 
services.  

Introduction 

Today, there is an unprecedented increase in demand for many types of new applica-
tions and services along with accelerating increases in requests for enhancements and 
extensions of existing applications and services. At the same time, continuous tech-
nology innovation is providing many new capabilities, functions, tools and methods, 
which provide exciting new opportunities to create powerful advanced applications 
and services. Another macro trend is the changing economics of communications, 
which is substantially lowering costs at all levels, especially component costs. These 
decreasing costs allow for more capabilities to be implemented among many  
additional communities and geographic areas. Collectively, these macro trends are 
motivating a substantially new architecture for 21st century digital communications.  



2 J. Mambretti 

The traditional architectural development model for communications has been mo-
tivated toward meeting the exacting requirements of a finite set of one or a few  
well-defined services, essentially, a fixed set of modalities, with well known and well 
defined parameters. This approach leads to the creation of infrastructure that is highly 
restrictive. Basically, such infrastructure is created to support a few functions ex-
tremely well rather than a wide range of capabilities. Furthermore, this infrastructure 
has been designed and implemented for extremely long lifecycles, with an expectation 
that major changes would not be implemented for many years.  Changes would be 
undertaken as significant, costly upgrades at a fundamental level. This traditional 
approach constitutes a substantial barrier to deploying of new and enhanced applica-
tions and services.  

Meeting the many requirement challenges of continual change requires replacing 
traditional designs with those that are significantly more flexible and innovative. 
These new designs provide for a foundation infrastructure consisting of discoverable, 
reconfigurable resources that can be dynamically integrated, used, and then returned 
to a resource repository. 

These designs provide for communications infrastructure that basically constitutes 
a large scale distributed programmable platform that can be used to design, implement 
and operate many types of services, far more  than the few based on traditional com-
munication infrastructure deployments, including highly customizable, differentiated 
and deterministic services. These new designs enable the design, provisioning, and 
customization of an almost unlimited number of services.  These designs provide for 
not a single centrally controlled network but instead a large scale, distributed facility -
- a highly decentralized environment, within which it is possible to create many dif-
ferent networks, each with distinctive characteristics, and each capable of numerous 
individualized services. These concepts are natural extensions of basic Grid models, 
i.e., distributed programmable computing environments. Today, the majority of Grids 
use undifferentiated networks. However, Grid networks extend the Grid concept to 
network services and infrastructure, creating capabilities for directly addressable 
programmable networks [1]. 

Requirement Challenges 

Clearly, there are many requirement challenges related to next generation network 
services. For example, even though there has been much progress in convergence, 
various major communication service modalities such as voice, video, wireless, and 
data are still deployed on separate infrastructure, supported by different protocols and 
technologies. The current, Internet primarily provides a single best effort undifferenti-
ated service, which provides only minimal support for digital media. Traditional 
Internet architecture and protocols will be challenged as it scales from a service for 
just over one billion individuals to one that can support over three billion individuals. 
For example,, Internet security problems are well known as are problems with sup-
porting individual large scale data streams. [2]  

These are a few requirements for current general data networking. To preview fu-
ture networking, it is useful to observe the challenges encountered by large scale data 
intensive and compute intensive science applications. [3] Large scale, data intensive 
science applications tend to encounter technology barriers years before they are  
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encountered by other communities.  Therefore, the issues that they encounter and the 
responses to them provide a useful looking glass into the future. Today, one major 
issue for such applications is bandwidth capacity. Many applications require the gath-
ering, analysis and transport of petabytes of data. Another requirement is a need for 
dynamic provisioning at all network layers. Another cross cutting requirement at all 
levels is programmability. Capabilities are required for enabling determinism is be 
controlled by edge devices.   

Meeting Bandwidth Capacity Requirements 

Providing for capacity requirements is a particularly interesting issue. Today, there 
are major on-going increases in capacity demands.  Often, advances in networking are 
measured only by increased capacity. Fortunately, advanced optical technologies have 
been created to support extremely high volume capacities, including 100 Gbps and 
higher. [4, 5] These capabilities are beginning to be deployed today. However, high 
capacity alone does not guarantee high performance, and high performance capability 
does not guarantee required flexibility and determinism. To fully optimally utilize 
such capacity, it will be necessary to address a range of issues related to architectural 
designs, provisioning methods, signally, core components, and others.  

New Architectural Designs for Communications 

Despite the difficulty and complexity of these challenges, new communications archi-
tectural designs methods are being created for meeting them. [1] These designs repre-
sent a fundamentally transformation of the traditional models. In the past, many of the 
most challenging problems in information technology have been addressed by creat-
ing architecture and technology that provides for a higher level of abstraction than 
those used by the current generation. This basic and proven approach is being used to 
design new architecture for communication services and infrastructure.  

Some of these techniques are leveraging developments in other areas of informa-
tion technology. For example, Services Oriented Architecture (SOA) is being widely 
used to enhance general services provisioning on distributed and data center infra-
structure. SOA enables resources to be highly customized and fine tuned using  
granulated component identification, selection, integration, and partitioning. Today, a 
number of networking research organizations are creating customizable SOA based 
models for communication services, especially to match precisely requirements at 
different sites with customized services.   

Another area of leveraging is the trend toward implementing virtualized services, 
which mitigate or eliminate restrictions of local implementations and configurations, 
especially physical hardware. Virtualization transforms infrastructure from rigid 
physical resources to sets of individual software objects, enabling the creating of 
distributed programmable platforms. Virtualization can significantly enhance com-
munication services by decoupling services from specific implementations and con-
figurations of underlying hardware and software. Virtualization provides high levels 
of flexibility in resource discovery, selection, integration, application, reconfiguration, 
customization, and response to changing conditions.   
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At the same time that these architectural models are being developed, technology 
innovations continue to advance at an accelerating rate. New protocols are being cre-
ated, as are new types of signaling, switching fabrics, routing functions, appliances, 
optical transport components, and many other innovations. The large range of new 
innovations gives rise to a reconsideration of the traditional network architectural 
model.  

Deep and Wide 4D Networking  

The traditional network architectural model is based on a hierarchical set of defined 
layers, which for many years has assisted in formulating contextual framework de-
scriptions of the relative placement and relationship of services and functions. Over 
the last few years, this basic model has been challenged as recent architectural con-
cepts have proposed new types of mid-layer services, processes that enable non-
hierarchical transitions among layers, increasingly sophisticated and complex services 
at each layer, and many more types of services at each layer. If the traditional OSI 
seven layer model could be considered a horizontal axis, the additional services at 
each layer could be considered a vertical axis. For example, today many variant trans-
port protocol stacks are being created. It is possible to consider them not as mutually 
exclusive but as potentially selectable options, resources within a highly distributed 
programmable communications environment.  Individual services could dynamically 
select specific transport protocols from among multiple available options. Variations 
among those services could be considered a third (Y) axis, resulting in a 3D model of 
functionality. The fourth dimension, time, is important to note because of the increas-
ing implementation of dynamic provisioning capabilities at all layers, including dy-
namic lighpath provisioning. For example, over the last few years, capabilities for 
dynamic lightpath provisioning have been significantly advanced. [6,7,8] Tradition-
ally, services at different layers and using different protocols have been fairly com-
partmentalized. However, using new types of abstraction techniques, it is possible to 
envision high level services being created by combining multiple layers of services 
and protocols, and even creating those services dynamically and continually adjusting 
them as requirements and conditions change. 

Dynamic Services Provisioning 

The benefits of this new model can be demonstrated by noting the advantages of dy-
namic services provisioning. An especially challenging communication services issue 
has been providing support for large scale high volume individual data flows while 
maintaining fairness to other much smaller sized flows. Because traditional data ser-
vices and infrastructure are designed to support large numbers of individual data 
flows, managing single high volume flow is problematic. However, using new archi-
tectural models that can effectively dynamically reprogram core resources, it is possi-
ble to provide services for such data intensive streams, including at the petascale and 
terascale level.  
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Edge Signaling 

Another implication of this model is that it will enable much more functionality and 
capabilities at edge sites. This model allows for transition from highly centralized 
hierarchical management and control systems to highly distributed management and 
control. Therefore, instead requiring edge sites processes to accept generalized com-
munication services as only designed and delivered, the new approach will provide 
them with options for customizing those services to meet precise local requirements. 
In fact, this architecture will allow edge site to create their own customized services 
using core resources as fundamental building blocks.   

Testbeds and Early Prototype Implementations 

This new architectural model is being investigated using multiple local, national, 
international advanced network research testbeds, including by Grid network research 
communities. However, it is already emerging from research organizations and it is 
beginning to be implemented within metro, national, and international prototype  
facilities. These facilities are being used to demonstrate a wide spectrum of innova-
tive, high performance large-scale applications, advanced data services, and  
specialized networks. Examples of early implementations consist of innovative high 
performance Grid networks, Cloud networks, such as the Open Cloud Testbed 
(www.ncdm.uic.edu), science research networks, digital media networks, and ex-
tremely large scale high performance computing networks. [9,10,11] 

Several national governments world-wide have funded large scale implementations 
of next generation network testbeds and prototypes. In the US, the National Lambda 
Rail (NLR) is a national scale distributed facility based on lightpaths supported by an 
optical network using fiber leased by a university consortium (www.nlr.net). The 
NLR supports multiple large scale testbeds, including many that are developing new 
types of high performance services. Internationally, the Global Lambda Integrated 
Facility (GLIF) is a large scale distributed facility based on lightpaths supported by 
optical networks provisioned among several continents (www.glif.is). The core nodes 
of the GLIF consist of multiple international exchange points, facilities that intercon-
nect regional, national, and international research and education networks, and a few 
corporate research networks. One such facility, the StarLight international communi-
cations exchange on the Chicago campus of Northwestern University provides  
support for over 80 10 Gbps lightpaths interconnecting sites in the metro area, across 
the state, regionally, nationally and world-wide (www.startap.net/starlight). StarLight 
is being used to design, implement, and operate multiple innovative advanced  
communication services for a wide range of advanced applications.  

Summary 

Emerging 21st communication applications and services have much more aggressive 
requirements than those that are commonly deployed today. Future applications and 
services will be much more powerful, flexible, customizable, and reliable. To provide 


